


MOTIVATION, EMOTION,
AND COGNITION

Integrative Perspectives on Intellectual
Functioning and Development



The Educational Psychology Series
Robert J. Sternberg and Wendy M. Williams, Series Editors

Marton/Booth e Learning and Awareness

Hacker/Dunlovsky/Graesser, Eds. e Metacognition in Educational Theory
and Practice

Smith/Pourchot, Eds. e Adult Learning and Development: Perspectives
From Educational Psychology

Sternberg/Williams, Eds. e Intelligence, Instruction, and Assessment.
Theory Into Practice

Martinez e Education as the Cultivation of Intelligence

Torff/Sternberg, Eds. e Understanding and Teaching the Intuitive Mind:
Student and Teacher Learning

Sternberg/Zhang, Eds. e Perspectives on Cognitive, Learning, and Thinking
Styles

Ferrari, Ed. e The Pursuit of Excellence Through Education

Corno, Cronbach, Kupermintz, Lohman, Mandinach, Porteus, Albert/The
Stanford Aptitude Seminar o Remaking the Concept of Aptitude:
Extending the Legacy of Richard E. Snow

Dominowski e Teaching Undergraduates

Valdés e Expanding Definitions of Giftedness: The Case of Young
Interpreters From Immigrant Communities

Shavinina/Ferrari, Eds. e Beyond Knowledge: Non-Cognitive Aspects of
Developing High Ability

Dai/Sternberg, Eds. e Motivation, Emotion, and Cognition: Integrative
Perspectives on Intellectual Functioning and Development




MOTIVATION, EMOTION,
AND COGNITION

Integrative Perspectives on Intellectual
Functioning and Development

Edited by

David Yun Dai
University at Albany, State University of New York

Robert J. Sternberg
Yale University

IE LAWRENCE ERLBAUM ASSOCIATES, PUBLISHERS
2004 Mahwah, New Jersey London



Copyright © 2004 by Lawrence Erlbaum Associates, Inc.
All rights reserved. No part of this book may be reproduced in
any form, by photostat, microform, retrieval system, or any other
means, without the prior written permission of the publisher.

Lawrence Erlbaum Associates, Inc., Publishers
10 Industrial Avenue
Mahwah, New Jersey 07430

Cover design by Sean Trane Sciarrone

Library of Congress Cataloging-in-Publication Data

Motivation, emotion, and cognition : integrative perspectives on intellectual development
and functioning / edited by David Yun Dai and Robert J. Sternberg.
p. cm. — (The educational psychology series)
Includes bibliographical references and index.
ISBN 0-8058-4556-9 (c : alk. paper) — ISBN 0-8058-4557-7 (pbk. : paper)
1. Intellect. 2. Motivation (Psychology). 3. Emotions and cognition. I. Dai, David Yun.
II. Sternberg, Robert J. 1II. Series.

BF431.M72 2004
153.9—dc22 2003049396
CIP

Books published by Lawrence Erlbaum Associates are printed on acid-free paper,
and their bindings are chosen for strength and durability.

Printed in the United States of America
10 9 8 7 6 5 4 3 21



Dedicated to the memory of Richard E. Snow,
who envisioned and championed integrative
approaches to intellectual phenomena

DYD
RIS






Contents

Preface x1

I. Introduction

1 Beyond Cognitivism: Toward an Integrated
Understanding of Intellectual Functioning
and Development 3
David Yun Dai and Robert J. Sternberg

II. Cognition in Motivational and Affective Contexts

2 Motivational Effects on Attention, Cognition,
and Performance 41
Carol S. Dweck, Jennifer A. Mangels, and Catherine Good

3 Role of Affect in Cognitive Processing
in Academic Contexts 57
Elizabeth A. Linnenbrink and Paul R. Pintrich

4 Interest, a Motivational Variable That Combines
Affective and Cognitive Functioning 89
Suzanne Hidi, K. Ann Renninger, and Andreas Krapp

vii



viii

10

11

12

III. Intelligence and Personality:
From Psychometrics to Personal Dynamics

Cognitive, Affective, and Conative Aspects of Adult
Intellect Within a Typical and Maximal
Performance Framework

Phillip L. Ackerman and Ruth Kanfer

Traits, States, and the Trilogy of Mind:
An Adaptive Perspective on Intellectual Functioning
Gerald Matthews and Moshe Zeidner

Integrating Emotion and Cognition: The Role

of Emotional Intelligence

Marc A. Brackett, Paulo N. Lopes, Zorana Ivcevic,
John D. Mayer, and Peter Salovey

IV. Development of Intellectual Competencies

Affect, Self-Motivation, and Cognitive Development:
A Dialectical Constructivist View
Juan Pascual-Leone and Janice Johnson

Dynamic Integration: Affect Optimization
and Differentiation in Development
Gisela Labouvie-Vief and Maria Marquez Gonzdlez

A Model of Domain Learning: Reinterpreting
Expertise as a Multidimensional, Multistage Process
Patricia A. Alexander

Motivation, Emotion, and Expert Skill Acquisition
Neil Charness, Michael Tuffiash, and Tiffany Jastrzembski

V. Intellectual Functioning and Development
in Social and Cultural Contexts

Self-Regulating Intellectual Processes and Outcomes:
A Social Cognitive Perspective
Barry J. Zimmerman and Dale H. Schunk

CONTENTS

119

143

175

197

237

273

299

323



CONTENTS ix

13  When Is Good Thinking? 351
David Perkins and Ron Ritchhart

14 Thought and Affect in American and Chinese
Learners’ Beliefs About Learning 385
Jin Li and Kurt W. Fischer

Epilogue: Putting It All Together: Some Concluding Thoughts 419
David Yun Dai

Author Index 433

Subject Index 451






Preface

What enables us to function effectively in society, to acquire and generate
knowledge, to develop intellectual prowess and high-level expertise, to create
and invent? Psychologists have attempted to answer this question for genera-
tions. Historically, intellectual functioning and development have been largely
viewed as cognitive phenomena, to be explained in terms of cognitive capacity,
structures, and processes. Motivation and emotion are often seen as peripheral
or epiphenomenal in that regard, or worse, as potentially detrimental to reason
and sound judgment. We call this view a cognitive-reductionistic perspective.
We argue that an exclusive emphasis on cognition misses some essential com-
ponents of intellectual functioning and development. We wonder whether such
a narrow focus has started to yield diminishing returns in generating viable ac-
counts of various intellectual phenomena.

In this volume, we pursue a different tack, an integrative approach, which
views motivation, emotion, and cognition as inextricably related, for good or
ill, in intellectual functioning and development. This road has been less trav-
eled but holds the promise of providing insights as to how people operate and
adapt themselves intellectually in real functional contexts instead of just per-
forming laboratory tasks. An emphasis on integration naturally brings the
enactive person as a whole to the forefront. In other words, such an emphasis
puts perception and cognition back in the context of human adaptive efforts
to effect changes in their environments as well as in themselves, and related
emotional reactions and affective experiences.

Specifically, this volume represents integrative efforts along four lines of
psychological research.

xi



xii PREFACE

In terms of cognitive processes, we see how motivation and emotion al-
ter, channel, or otherwise direct cognition in significant ways, rendering
an exclusive focus on cognitive architecture or pure cognitive system
problematical.

In the tradition of differential psychology, we see a movement from a
static view of human intelligence to a dynamic, contextualized view of
intellectual functioning that integrates many facets of personhood and
personality that are motivational and emotional in nature.

From a developmental perspective, we see how the role of motivation
and emotion should be reinstated in accounting for the development of
intellectual competencies and expertise.

Along with theoretical traditions that highlight the importance of social
and cultural contexts, we see that intellectual functioning and develop-
ment are necessarily embedded in social interaction and enculturation
processes, which have profound cognitive, self-evaluative (affective),
and motivational ramifications.

Contributors to this volume are from diverse psychological backgrounds.
Indeed, one of the purposes of this volume is to combat compartmentaliza-
tion in psychology and to generate cross-talk among people of different theo-
retical and research traditions and affiliations. However, under this apparent
diversity one also finds a common vision—to broaden a largely exclusive fo-
cus on cognition to include constructs of motivation and affect or emotion,
and situate cognition in its functional context to reveal its adaptive (or, at
times, maladaptive) character.

We intend this volume to be of interest to both psychologists and general
audiences who have an interest in the nature of intellectual functioning and
development. Although the volume mainly addresses theoretical rather than
practical questions, educators and other practitioners whose main charge is
to enhance intellectual functioning and human performance will find integra-
tive perspectives promising and productive. For these perspectives tend to
view intellectual functioning as contextual, dynamic, and varying with situa-
tions and domains, rather than fixed and invariant, thus opening doors for
interventions.

We thank two anonymous reviewers for their constructive comments on
our book proposal. We also thank Naomi Silverman and Erica Kica for their
editorial assistance. This book project was also made possible in part by a
grant from the National Science Foundation to the first author (#0296062)
and grants from the National Science Foundation (REC-9979843) and U.S.
Department of Education (R206R000001) to the second author.

David Yun Dai
Robert J. Sternberg
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P.S. As this volume just went to production, we heard of the untimely pass-
ing of Paul Pintrich, one of our contributors. Paul contributed much during
his career to integrative approaches represented in this volume. We cherish
the memory of him as a great colleague as well as his scholarly legacy of go-
ing beyond “cold cognition” in understanding intellectual functioning and
development.
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Beyond Cognitivism: Toward
an Integrated Understanding
of Intellectual Functioning
and Development

David Yun Dai
University at Albany, State University of New York

Robert J. Sternberg
Yale University

Long separation inevitably leads to reunion, and vice versa.
—Chinese proverb

It takes time for the human to bring all that he or she knows about a prob-
lem at hand, and it never completely happens . . . The peaks of rationality
always rise up on the temporal horizon just another ridge or two away.
Much real behavior takes place on the foothills of rationality . . . Cognitive
psychology—I should say modern experimental psychology—has located
itself at immediate behavior and only gradually moves up the scale. Such
movement, then, becomes an indicator of putting it all together.

—Allen Newell (1988, p. 428)

In late January and early February, 2003, Kasparov, arguably the best chess
player in the world, had another human-machine face-off with computer chess,
not Deep Blue this time, but its more academic cousin, Deep Junior. The six-
game match led to a draw, and a much happier Kasparov (Kasparov, 2003).
Although the human player and computer chess seem neck-and-neck in
generating strong moves, there are distinct differences as to how they do it.
The human relies more on experience-based and knowledge-based percep-
tions and intuitions, the machine on its speed and capacity of computation
(literally three million moves per second!). Human thinking is more fuzzy and
flexible and the machine is more precise and rigid. Kasparov got annoyed but
his opponent, a cold, calculating machine, never did, even as Kasparov tried

3



4 DAI AND STERNBERG

desperately to create situations that would make Deep Junior uncomfortable
(whatever that means!). The human player would anticipate future occur-
rences and get surprised or feel push-backs (i.e., counter-moves), but the ma-
chine, like an autistic savant, was totally immersed in its own monologue of
calculation. Kasparov got tired and Deep Junior never did.

Despite the marvelous achievement of artificial intelligence in the second
half of the 20th century, several limitations of Deep Junior are quite striking.
The programmers of Deep Junior still felt that they had to intervene regard-
ing a draw offer by Kasparov instead of allowing the machine to make a deci-
sion on its own (e.g., setting a fixed threshold point in evaluation for rejecting
or accepting a draw offer). The learning ability of Deep Junior, if any, is very
limited. After each game, the programmers of Deep Junior had to serve as a
metalevel control and fine-tune the machine based on the information from
the previous games. When all is said and done, Deep Junior was still a data-
crunching program, executing instructions as it had been programmed to do.

What lessons can we learn from this human-machine comparison? For
decades in the early 20th century, we did not have a proper language to de-
scribe what is going on inside the black box of the human mind. The emer-
gence of the computer changed things, giving rise to the metaphor of the
mind as an information processing device (Baars, 1986). The computer meta-
phor has given us a powerful language to describe how the mind might work.
Ironically, a half century later, the unfolding of artificial intelligence gave us
a new window through which to look back at the human mind and human in-
telligence. It became clear, based on the previous comparisons, that human
intellectual functioning and development! are subject to a different set of con-
straints compared to machine intelligence.

Limitations of Cognitivism

The computer metaphor provides an approximation of the mind to a certain
point. After all, the designers of the standard computer clearly attempted to
mimic the way humans process information (von Newmann, 1958). How-
ever, when the mind is reduced to merely a symbolic processing device, we get

'The term intellectual functioning is often used to refer to complex, higher-order forms of
cognition such as reasoning, problem solving, and decision making. We use the term to denote:
(a) any act of generating or utilizing knowledge or strategies, or both, for practical or purely in-
tellectual purposes by an intentional system; and (b) the effectiveness of such an act in achieving
specific desired outcomes. Defined as such, it distinguishes itself from mere cognitive operations.
In other words, intellectual functioning and cognitive functioning belong to two levels of analy-
sis; the former is at the intentional level, and latter is at the operational level, to use the terminol-
ogy of activity theory (Leont’ev, 1978; see also Oerter, 2000). Defined as such, intellectual func-
tioning subsumes, but cannot be reduced to, cognitive functioning.
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a lopsided image of how the mind functions. In the following section, we dis-
cuss some problematic aspects of this approach to intellectual functioning
and development. In providing a critique of what might be called cogni-
tivism,> we are not negating the possibility of the potential of computational
modeling to simulate the mind in all its richness and complexity, including in-
tricacies of human motivation and emotion, as Tomkins (1963) envisioned
decades ago. Rather, we are referring to a general tendency in cognitive psy-
chology to build formal cognitive models of intellectual functioning and de-
velopment that do insufficient justice to the role of emotion and motivation
in specific functional contexts.

The first limitation of such cognitivism is its assumption of a pure cogni-
tive system of perceiving and thinking, free of emotion and motivation (or
treating them as peripheral or epiphenomenal). As Norman (1980) pointed
out, what is conspicuously missing in this account is the regulatory aspect
of the mind such as motivation and emotion. The result is an account of
thinking as fully disembodied, objective, mechanical, rational, and cold
(Labouvie-Vief, 1990). However, as Neisser (1963) pointed out a long time
ago:

1. human thinking always takes place in, and contributes to, a cumulative
process of growth and development;

2. human thinking begins in an intimate association with emotion and
feelings which is never entirely lost;

3. almost all human activity, including thinking, serves not one but a mul-
tiplicity of motives at the same time (p. 195).

Overcoming this limitation means restoring the adaptive nature of intel-
lectual functioning and development. What has contributed to Kasparov’s
immense intellectual prowess in chess is not only his reasoning or pattern-
recognition capacity but also his motivation to win, and his emotional capac-
ity to feel, his metacognitive capacity to self-regulate, his ability to learn and
make self-corrections.

>The term cognitivism represents a broad movement in psychology in the second half of the
20th century known as the cognitive revolution (Baars, 1986; Gardner, 1985); it manifests itself
in many ways and does not have a simple definition (see Smith, 2001; see also Haugeland, 1981).
Yet the main thrust of this movement was to treat the computer, a mechanical computational de-
vice, as a model of the human mind, and its main tenet is rule-based symbol manipulation. For a
detailed critique of cognivitism, see Johnson and Erneling (1997). Cognitivism should not be
confused with cognitive sciences, which represent interdisciplinary efforts to understand the
mind, and cover all spectrum of cognitive, affective, and motivational issues, including the na-
ture of consciousness, intentionality, intersubjectivity, and self (see Wilson & Keil, 2001).
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The second limitation of such cognitivism, related to the first one, is its
exclusive focus on the constraints of what is called cognitive architecture on
performance, independent of various supporting (and sometimes enabling)
or debilitating emotions and motivations in functional contexts. To be sure,
findings of cognitive psychology about attentional bottleneck (Simon,
1994), working memory capacity (G. Miller, 1956), or schemata (Rumel-
hart, 1980) are some of the most important scientific breakthroughs in the
history of psychology. Indeed these findings have profound implications for
intellectual functioning (e.g., progressive deepening: Newell, 1990), emo-
tion (the violation of schematic anticipation and surprise: Kagan, 2002),
and task motivation (e.g., the regulatory control of attention: Simon, 1967,
1994). However, Broadbent had every reason to be unhappy that his inno-
vative ideas regarding short-term memory got picked up quickly but his
main message of how stress might influence cognitive performance was ig-
nored (Broadbent, 1958, 1971). In real life, levels of intellectual functioning
are typically not an invariant property of a cognitive system, but depend on
one’s motivational and emotional states. This is why while G. Miller (1956)
was figuring out the magic number 7 plus/minus 2 (short-term memory ca-
pacity), Bruner (Bruner, Matter, & Papanek, 1955; see Bruner, 1992) con-
templated a more functionalist question of whether motivational states
such as hunger might narrow the scope of information search, or even cre-
ate a tunnel vision. Kasparov (2003) felt a great deal of pressure in the face
of the daunting machine, which was poised to beat him and undermine his
premier reputation as the world chess champion. Such a high-stakes func-
tional context is stressful and anxiety-provoking yet energizing for
Kasparov but does not change Deep Junior’s behavior in any conceivable
way. Such a performance condition also tests the human capacity for har-
nessing one’s emotional energy in the service of goal strivings, while con-
trolling distracting, interfering, or otherwise debilitating emotions and feel-
ings, and ego concerns unknown to classical cognitive models of human
problem solving (e.g., Newell & Simon, 1972).

The third limitation of cognitivism is its inability to include human
phenomenological (i.e., subjective) experiences as a legitimate (and often es-
sential) force for higher-order mental functions. Labouvie-Vief (1990) quite
cogently characterized this omission as thinking without the thinker. What is
missing in a typical cognitivist approach is the role of consciousness, inten-
tionality, and reflectivity. Snow (1986) described these properties of the mind
as part and parcel of human intelligence:

Persons (including psychologists) not only feel, strive, and know, but also know
that they feel, strive, and know, and can anticipate further feeling, striving, and
knowing; they monitor and reflect upon their own experience, knowledge, and
mental functioning in past, present, and future tenses. (pp. 133-134)
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As Kasparov (2003) pointed out, Deep Blue not only was unaware of the fact
it was playing a world champion, but had no self-awareness that it was win-
ning or losing. Such lack of self-awareness and consequent emotional reac-
tions would be potentially devastating for human players, because this cru-
cial piece of information would motivate adaptive strategic adjustment (e.g.,
to fight back).’?

The failure to consider subjective experiences also creates blind spots such
as how a thinker’s values, attitudes, dispositions, self-understandings, and
beliefs guide his or her thinking. Because cognitivism focuses on the formal
or syntactic aspect of symbol manipulation (Smith, 2001), and neglects men-
tal or semantic contents of one’s directed consciousness or intentionality
(Searle, 2001), what gets obscured is the entire issue of how the culture, with
its rich historical legacy, enables our thinking through language and other
conceptual tools working seamlessly but potently in an intersubjective world,
without which most of what we call intellectual development is simply out of
the question (Gardner, 1985; see also D’Andrade, 1981, 1995, for a discus-
sion of differences between computer programs and cultural programs of
cognition). The very Kasparov phenomenon (or the phenomenon of Deep
Junior, for that matter) cannot be understood without the proper context of
cultural values, incentives, tools, and resources (including a body of the codi-
fied chess knowledge, coaching, tournaments) supporting the development of
chess expertise.

The Trend Toward Integration

What we have witnessed since about 1990 is, to paraphrase Bruner’s (1994)
comments, a “renewed respect for a rather classical form of functionalism”
(p. 277) that tries to situate perception and cognition in a broader functional
context of human adaptation. Such a change logically calls for a more inte-
grated understanding of intellectual functioning and development. As Newell
(1988) pointed out, cognitive psychology started with elementary cognitive
processes, and only gradually shifted its focus to higher levels of purposive
behavior. Such a shift necessarily brings the whole person and functional

There is a debate as to whether computational models are capable of derived intentionality,
albeit the fact that it cannot produce real conscious experiences (e.g., Dennett, 1991; Searle,
1990). G. Matthews (personal communication, May 12, 2003) pointed out that consciousness
and intentionality are beyond the computational metaphor, but many of the functional attri-
butes of conscious states may not be. Our focus is how the human mind works. Whether compu-
tational models can simulate functional properties of mental states and acquire derived
intentionality is another question. To the extent Deep Junior does not have a functional property
resembling human emotional reactions to an imminent loss or win, we can say the system is not
embodied.
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contexts to the forefront. Indeed, efforts for integrating motivation, emotion,
and cognition have been made by those pioneers of cognitive psychology
(e.g., Bruner, 1986; Norman, 1980; Simon, 1967, 1979, 1994). Yet, much re-
mains to be desired. Kintsch (1998) lamented that “an all too narrow focus
on cognition places intolerable restrictions on cognitive science” (p. 13). He
predicted that future progress would depend on the ability to reintegrate the
cognitive and emotional-motivational aspects of human behavior (see also
Bransford, Brown, & Cocking, 2000; Bruner, 1994; Gardner, 1985; Hilgard,
1980; Hoffman, 1986; Norman, 1980; Resnick, 1989; Shuell, 1996; Simon,
1994, for a similar position).

In the rest of this introduction, we provide an overview of different per-
spectives on intellectual functioning and development, and highlight and pre-
view some of the issues discussed in the ensuing chapters. Specifically four
general perspectives are discussed:

1. Cognition in motivational and affective contexts. We present three basic
approaches to integration: neurobiological, psychological-behavioral,
and phenomenological.

2. Intelligence and personality. We discuss how the field of differential psy-
chology moves toward a more dynamic, multidimensional approach to
understanding intellectual functioning.

3. Development of intellectual competence. We discuss the emergent role of
personal agency, and in what way personal agency helps develop high
levels of expertise through learning and development.

4. Intellectual functioning and development in social cognitive and cultural
contexts. We discuss social contexts as integral part of intellectual func-
tioning and culture as an important modulator of intellectual function-
ing and development.

Due to the scope and nature of the topic at hand, our introduction is sche-
matic, illustrative, and occasionally speculative.

COGNITION IN MOTIVATIONAL
AND AFFECTIVE CONTEXTS: FUNCTIONAL-
DEPENDENCY PERSPECTIVES

The notion that basic mental processes such as attention, perception, cogni-
tion, and memory never occur as neutral events containing raw data of what-
ever is registered or encoded, but rather colored with motivational and affec-
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tive* overtones, is not new (e.g., Bartlett, 1932). In the early years of the
cognitive revolution, Abelson (1963) challenged cognitive simulation re-
searchers to simulate hot cognition, cognition with an affect or attitude. In
the following sections, we discuss several approaches that treat human beings
as living systems that are capable of higher-order mental functions, not just
pieces of cognitive machinery (Ford, 1992).

Integration of the First Order: Neurobiological
Approaches

Broadly defined, neurobiological approaches attempt to elucidate the biolog-
ical and neuro-chemical substrates of mental processes. As integration ef-
forts, they are concerned with how affect and motivation support or impede
higher mental functions at the brain level. Interestingly, neurobiological ap-
proaches to higher mental functions share similarity with cognitive ap-
proaches in that both deal with mental architecture. However, by reintroduc-
ing biology (the architecture of the brain) into mental affairs, neurobiologists
and neuropsychologists can reinstate emotion and motivation as having a
significant regulatory impact on cognitive processes and serving important
adaptive functions (Damasio, 2001; Edelman, 1989).

As a systematic integration effort, Tucker and Derryberry (1992) pro-
posed that the interaction of cognitive processes of the frontal cortex and
more elementary emotional evaluation (e.g., anxiety) and motivational con-
trol (i.e., regulatory control of attention) provided by limbic and subcortical
structures may be necessary for planning (e.g., sequencing actions, evaluating
significance of events, and future-oriented processing) and self-control (e.g.,
inhibition). They further suggested that recruiting and maintaining an appro-
priate affective edge (i.e., certain levels of arousal) facilitate persistent efforts
in planning and critical analysis. In this vertical integration of brain func-
tions, the limbic system has some regulatory power over the cortical areas, by
narrowing or broadening the breadth of attention and by directing attention
selectively to specific sources of information, for good or ill (Derryberry &
Tucker, 1994), rather than always the other way around (see also Panksepp,

4The terms affect and emotion are often used interchangeably, but one can still make a dis-
tinction in terms of their referents. Some argue that affect refers to subjective feelings, without
necessarily being accompanied by autonomic arousal or visceral activity; the latter is often seen
as necessary for real emotions. Affect also seems to carry more general evaluative overtone, indi-
cating positive and negative valence of transactional experiences with certain situations, while
emotions often refer to more specific reactions to situations vis-a-vis one’s needs and wishes (e.g.,
excitement or frustration). This is why affect is often used more inclusively, encompassing emo-
tion, attitude, and value (see Mandler, 1989a, for a discussion).
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1998). This perspective sheds a new light on the old debate over cognitive ver-
sus emotional primacy (Lazarus, 1984; Zajonc, 1980).

While Derryberry and Tucker (1994) tend to emphasize the important bot-
tom-up role of the limbic system (and anxiety) in what they call attentional
orientating, other researchers focuses on top-down attentional control.
Allman and his colleagues (Allman, Hakeem, Erwin, Nimchinsky, & Hof,
2001) proposed, based on a bulk of neuroscientific evidence, that the anterior
cingulate cortex is responsible for emotional self-control, focused problem
solving, error recognition, and adaptive response to changing conditions, all
essential to intelligent behavior. The anterior cingulate is also the focus of
Posner and colleagues’ (Posner & Peterson, 1990; Posner & Rothbart, 1998)
work on neuronal networks of attention and self-regulation. Consistent with
their hypothesis of executive control of attention, Drevets and Raichle (1998)
found that, when subjects were performing attention-demanding cognitive
tasks, their cerebral blood flow decreased in areas controlling emotions and
increased in areas responsible for cognitive functions. This pattern implicates
an activated inhibitory mechanism at the brain level (although one can alter-
natively hypothesize that the conscious allocation of attention to task-
relevant information and suppression of certain emotional reactions can also
lead to the observed reduced blood flow).

Complex neurochemical mechanisms for effectively dealing with the
complexity and novelty of a task have also been explored. For instance,
Ashby, Isen, and Turken (1999) combined several lines of research on hu-
mans and animals and proposed a theory that dopamine mediates the ef-
fects of positive affect on cognitive flexibility in creative problem solving
through its neural pathways to impact brain structures (e.g., the anterior
cingulate) responsible for maintaining cognitive flexibility. Similarly,
Kagan (2002) suggested that the amygdala, among other brain structures,
get activated when one encounters an unexpected or discrepant event (i.e.,
novelty), creating a state of surprise. As we see in later discussion, such a
mechanism is essential for learning.

Although the previously mentioned research programs have different
emphases in terms of positive and negative contributions to intellectual
functioning, taken together, they suggest that: (a) the infrastructure of the
brain that supports various higher-order mental functions can be localized
to some extent; (b) cognitive and emotional processes are intricately related,
structurally as well as functionally, at the brain level; and (c) there are
neurochemical mechanisms for the interplay of affect and cognition (e.g.,
dopaminergic activity: Ashby et al., 1999), which are typically neglected or
unobservable in the psychological research. Thus, although still in their in-
fancy, neurobiological approaches provide a unique window for an inte-
grated understanding of biological constraints for intellectual functioning
that otherwise cannot be achieved.
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Integration of the Second Order:
Psychological-Behavioral Approaches

We call the second type of approach psychological-behavioral because the
focus is no longer on brain mechanisms but rather on mental-behavioral
functions. Compared with the previous more or less molecular approach,
psychological-behavioral approaches operate distinctly at a molar level of de-
scription. Various motivational, emotional, and cognitive constructs, such as
surprise, schematic reaction, volition, intention, expectancy, planning, are
molar-level constructs. For instance, whereas Derryberry and Tucker (1994)
used the term motivation to denote a regulatory function of the limbic sys-
tem, motivation at the molar level is a mental construct that can only be un-
derstood in a functional context (e.g., to win a game or solve a math prob-
lem). Tolman (1932) described molar behavior as integrated responses that
have their own emergent properties, such as forward-reaching or goal-
directedness, means—end readiness, or goal-situation pairing. Thus they rep-
resent the higher-level organization of mental and behavioral functions that
serve adaptive purposes, and cannot be reduced to molecular-level analysis.

Directional Influences of Motivation on Cognitive Processes. Broadly de-
fined, motivation is indicated by the intensity (or energy), direction, and per-
sistence of a goal-directed behavior or action. Dweck’s work on goal orienta-
tion (Dweck, 1999; Dweck, Mengals, & Good, chap. 2) clearly emphasizes
the direction aspect of motivation. In other words, motivation does not just
kickstart a mental act, with the rest of the action carried out by cognitive
processes. Goal orientation (whether the attentional focus is on the self or on
the task to be learned, and what is the implicit or explicit purpose of engaging
in the task) frames the mindset, and can significantly influence the allocation
of attentional resources, effort expenditure, and emotional reactions to diffi-
culties, and persistence in the face of setbacks.

The Quality and Valence of Affect on Cognition. Dweck’s theory is predi-
cated on the assumption that motivation is cognitively based (i.e., goal-
directed), and subsequent emotional responses to task demands and perform-
ance are derivative of one’s belief systems and goal orientation. Linnenbrink
and Pintrich (chap. 3), in contrast, attempt to show that positive or negative
affect may influence cognitive functioning. This approach echoes the re-
search tradition of mood dependent memory and other cognitive processes
(Eich, Kihlstrom, Bower, Forgas, & Niedenthal, 2000). There is a growing
body of research on the role of affect on intellectual functioning, with a par-
ticular focus on the affective valence, for example, Fredrikson’s (1998)
Broaden-and-Build model of positive emotions (see Linnenbrink & Pintrich,
chap. 3, for a review). The role of affect in problem solving in mathematics
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and sciences has also become a research focus (e.g., Goldin, 2000; Gruber,
1995; McLeod, 1989; Thagard, 2002).

Integration of the Third Order:
Phenomenological Approaches

We label the third type of approach as phenomenological because the focus
here is on a person’s subjective, conscious experiences, including bodily sen-
sations and mental images, and other perceptions and cognitions, such as de-
sired outcomes, current concerns, personal epistemologies, intentionality,
and the self. Although emotion, cognition, and motivation are all related to
human consciousness, treating consciousness as a domain par excellence is a
relatively recent event (e.g., Meltzinger, 2000). Ironically, it is mainly philoso-
phers, linguists, and neurobiologists who had attempted an integrated under-
standing of the mind from a first-person perspective (e.g., Edelman, 1989;
Merleau-Ponty, 1962; Polanyi, 1966), before it became a legitimate topic in
the community of psychology (e.g., Apter, 2001; Varela, Thompson, &
Rosch, 1993). The psychological effects of having consciousness and self-
awareness of feelings and emotions are obvious but often get neglected. The
most obvious one is what is called the self-reference effect (Rogers, Kuiper, &
Kirker, 1977; see Symons & Johnson, 1997, for a meta-analysis). When sub-
jects were shown adjectives and asked whether these adjectives described
them, they performed better on ensuing recall tasks. Events that have per-
sonal relevance show distinct patterns of brain activation (i.e., event-related
brain potentials [ERP]; see Johnson, 1986; see also Dweck et al., chap. 2). We
also suspect the involvement of limbic system that enhances the basic func-
tion of memory. However, the ramifications of having consciousness and
self-awareness are much broader and deeper than simple recall.

The Mind-Body Issue Redefined: Embodied Cognition. Discontent with
the classic mind-body dichotomy has been evident at least in philosophy.
Polanyi (1966) challenged the long-held Cartesian position: “Our body is the
ultimate instrument of all out external knowledge, whether intellectual or
practical. In all our waking moments we are relying on our awareness of con-
tacts of our body with things outside for attending to these things” (pp.
15-16). Damasio (2000) framed this argument more formally, “Knowing be-
gins as a feeling because its substrate is built from body signals” (p. 117). In
other words, knowing is a visceral as much as a frontal matter; the feeling of
what happens is just as important as the thought of what happens. Indeed,
the two cannot be completely separated (Neisser, 1963). This establishes, first
and foremost, that knowing is never a completely detached, unperturbed,
pure rational process, but rather a dynamic sense-making that defines an inti-
mate encounter between an enactive person and an impinging environment,
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be it children’s conceptions of kinds or categories (Carey, 1999), or learning
of mathematics (Schoenfeld, 1992).

The Centrality of Meaning-Making in Intellectual Functioning. Due to
unique self-awareness and conscious experiences of personal import, mean-
ing takes on subjectivity. Rather than seeing meaning as a list of features
about a category or propositional statements people use in an impersonal
way to represent the surrounding world, Eldelman (1989, 1995) sees meaning
as based on the functional value for the person and growing with the history
of remembered body sensations and mental images. Similarly, Glenberg
(1997) suggested that meaning is fundamentally embodied:

An embodied account of meaning suggests that meaning is not independent of
human functioning and that a sentence cannot have a universal meaning sepa-
rate from the people doing the comprehending. Instead, embodied meaning is
intrinsically embedded in human functioning. Rather than abstract meaning-
less elements, basic elements of embodied meaning reflect human capabilities,
goals, emotions, and perception. (p. 509)

Consider text comprehension as an act of meaning (Bruner, 1990). It in-
volves construction of a coherent mental model out of discrete elements of a
textbase (Kintsch, 1998). Such a process cannot be objective, but rather is
filled with mentally simulated actions. Thus Wineburg’s (1991) historians
would go to great lengths to set up an ad hoc mock reader in order to under-
stand social persuasion embedded in the discourse represented in a historical
document. Dai (2002a) also showed how such an act of meaning can break
down when personal beliefs (e.g., “knowledge is simple and certain™) are in-
commensurable with the complexity of discourse in the text.

Engagement of the Whole Person. Integration through consciousness
goes a step further from molar approaches, by blurring the distinction be-
tween cognitive, emotional, and motivational constructs. Bruner (1994) ar-
gued that separation of emotion and cognition is likely a theoretical assump-
tion rather than existing in the immediate phenomenology of human
experiences. Merleau-Ponty (1962) also argued that cognitive life cannot be
separate from the life of desire or perceptual life, subtended by an intentional
arc, which unifies our experience. Interest is one of those phenomena where
the boundaries between motivation, affect, and cognition are blurred. To be
interested in something is to have a subjective feeling for it (affect), to be
drawn to it (conation), and to have some degree of knowledge about the ob-
ject or activity in question (cognition). Because interest is an emergent prop-
erty of a rather dynamic relationship or union between a person and an ob-
ject or activity that frames the significance and meaning of the object or
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activity to the person, decomposing it is difficult, if not impossible (Hidji,
Renninger, & Krapp, chap. 4). However, in Hidi and colleagues’ exposition,
primacy seems to be given to affect rather than cognition, a position consis-
tent with Zajonc (1980). Precisely due to its ambiguous status, the psycholog-
ical nature of interest appears elusive, although its functional significance for
intellectual development is well recognized (e.g., Allport, 1961; Dewey, 1913;
Izard, 1977; Tomkin, 1962). We suggest that interest can be better under-
stood in the context of embodied meaning-making in transactional experi-
ences. We are particularly interested in what Berlyne (1954) called epistemic
curiosity or a desire for knowledge, and what Prenzel (1992) called epistemic
interest. These constructs are closely associated with exploratory behavior,
essential for intellectual development and personal growth. They also pro-
vide clues as to why interest and knowledge have a reciprocal relationship,
and why the depth of knowledge tends to be associated with qualitative
changes in the nature of interest (see Alexander, chap. 10; Tobias, 1994).

Extended Consciousness and Selfhood. Edelman (1989) distinguished be-
tween primary and extended or higher-order consciousness. The extended
consciousness is based, not on ongoing experience, as is primary conscious-
ness, but on the ability to model the past and the future (see also Tulving,
2003). Extended consciousness naturally leads to an important dimension of
intellectual life: personal history. To illustrate the importance of the extended
consciousness and its temporal dimension, think of scientists trying to formu-
late some new theories. Based on a thorough investigation of the evolution of
Einstein’s theory, Holton (1981) argued that what underlies scientific imagi-
nation is not merely some disembodied logic, but rather themes or what he
called themata (e.g., symmetry, continuum, unity). Themata cannot be de-
rived from observation or pure rational thinking, but must grow over time as
deep convictions about the fundamental properties of the universe in the con-
sciousness of individual scientists (e.g., think about Einstein’s comments on
Heisenberg’s uncertainty principle: “I shall never believe that God plays dice
with the universe”; Einstein, 1971, p. 91).

Extended consciousness inevitably leads to the phenomenon of the self. To
paraphrase Gazzaniga (2000), we are constantly running an autobiographic
narrative. This is not trivial for intellectual development in that mental stock-
taking is essential for knowledge integration. Damasio (1999), Edelman
(1995), among others (e.g., Zajonc, 1980), suggested the self is shored up not
only by extended consciousness but also by emotion and feeling, a position
reminiscent of James (1997), who described the phenomenal self as a person’s
emotional center. James (1997) commented a century ago that, “All we know
is that there are dead feelings, dead ideas, and cold beliefs, and there are hot,
and live ones; and when one grows hot and alive within us, everything has to
re-crystallize about it” (p. 219). Such recrystallizing has a direct bearing on a
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wide range of intellectual activities, from the development of new scientific
theories (e.g., Darwin’s evolutionary theory; see Gruber, 1981) to conceptual
change in classroom (Sinatra & Pintrich, 2003).

Summary

We have described three types of approach to integration: neurobiological,
psychological-behavioral, and phenomenological. They attempt to explain
the same intellectual phenomena but at different levels of description. As we
shall see in the following sections, individual differences, developmental, and
contextual approaches all resort to these three levels of description and expla-
nation (for alternative frameworks, see Newell, 1990, and Pylyshyn, 1984).
We also argue that an ultimate understanding of intellectual functioning and
development depends on integration of all the three levels of analysis.

INTELLIGENCE AND PERSONALITY: FROM
PSYCHOMETRICS TO PERSONAL DYNAMICS

Differential perspectives on intellectual functioning has enjoyed a long his-
tory, reflecting a deep-rooted assumption in the West about individual differ-
ences in intellectual potential (e.g., Galton, 1883). It is worth noting that this
mode of thinking is population based; that is, it focuses on different levels of
individual functioning relative to population norms (e.g., within-species vari-
ations; see Lohman, 2001). Interestingly, the definitions of intelligence in the
formative years of intelligence theory were highly functional rather than
structural. For example, Binet (Binet & Simon, 1916) emphasized direction,
adapation, and criticism (an equivalent of reflection or metacognitive control
in today’s language), a distinct process view of intelligence that combines co-
native and cognitive dimensions. Spearman (1927) suspected that intelligence
has to do with mental energy, and thus is conative as well as cognitive (see
Messick, 1996 for a discussion). McDougall (1923) seemed to foresee some of
the problems of interpreting what is intelligence in later years: “Intelligence is
essentially the capacity for making new adaptations; it cannot be described in
terms of structure” (p. 379). Wechsler (1950) also insisted on the inclusion of
conation and other nonintellective factors in the definition of intelligence. It
is only when factor analytic technique perpetuated a more structural view of
intellectual competence that the construct of intelligence became hardened
and lost more juicy and dynamic aspects of its meaning.

With the rise of cognitive psychology, major theoretical and research ef-
forts have been attempted to explain psychometric intelligence in terms of un-
derlying cognitive processes (e.g., the componential subtheory of the triarchic
theory of intelligence: Sternberg, 1985; see also Deary, 2001 for a most recent
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synthesis of the literature). This represents a reductionistic route to the nature
of intelligence. In contrast, nonreductionistic approaches consider the role of
noncognitive factors such as motivation and personality (Deary, 1999), and
experience and context (e.g., the experiential and contextual subtheories of
the triarchic theory: Sternberg, 1985). Integration efforts obviously belong to
the latter.

Performance Versus Competence

Ackerman and Kanfer (chap. 5) make a critical distinction between maximal
performance and typical engagement. Essentially, this proposition echoes the
distinction made between competence and performance in the developmental
and cognitive psychology literatures (see Chierchia, 1999). The only differ-
ence is that here competence means putative individual differences in what
levels of performance one can potentially attain, given optimal conditions.
Ackerman and Kanfer (chap. 5) argue that ability testing often elicits maxi-
mal performance due to its high-stakes nature (a condition of sufficient moti-
vation; see Simon, 1994 for a similar view for experimental conditions). In
daily life, however, people have their own characteristic ways of engaging in
intellectual activities based on their inclinations, knowledge, and positive or
negative experience, among other factors.

Disposition Versus Capacity

The notion of typical performance opens the door for dispositional factors to
intervene in otherwise purely cognitive processes (assuming maximal motiva-
tion in testing conditions). It is an important step toward integration because
the distinction between maximal and typical performance bridges the gap be-
tween traditional, purely structural views of intellectual functioning and
more contextual, process-oriented views, between two branches of psycho-
metric research: intelligence and personality. New neuroscientific evidence
seems to support the typical engagement argument. For example, Davidson
(2001) consistently found two distinct responses to the same stimuli: positive,
approach-related affect and negative withdrawal-related affect. He labels this
individual difference affective style. These approach and avoidance tenden-
cies seem to reflect quite stable temperamental differences with neurobio-
logical underpinnings, and mediate how individuals respond emotionally to
environmental events. This is where Ackerman and Kanfer (chap. 5) started
their inquiry about typical engagement as more of a dispositional than capac-
ity issue.

Perkins and Ritchhart (chap. 13) ask when is good thinking, thus placing
intellectual functioning squarely at the interface of a person and a situation.
Their argument is that task-on-demand testing conditions rarely tap into
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one’s typical intellectual functioning in a specific situation. In their triadic
conception of thinking, including sensitivity, inclination, and the ability to
think through about a problem, only the last corresponds to what is assessed
in intelligence tests. However, they emphasize sensitivity as a bottleneck of
intellectual functioning, rather than attentional capacity (Simon, 1994),
working memory capacity (Just & Carpenter, 1992), or reasoning ability
(Kyllonen & Christal, 1990). This view is consistent with findings that in
knowledge-rich domains, as well as everyday situations, thinking shortfalls
are often caused not by the constraints of working memory but by informa-
tion uptake, that is, whether one detects relevant, critical information
(Saariluoma, 1992; see also Vicente & Wang, 1998). Sensitivity threshold is
likely determined by the level of affect triggered by a situation or message (Si-
mon, 1979). Inclination, on the other hand, indicates a person’s disposition to
act, mentally or physically, a distinct conative construct (Snow, 1992). The
ability to think through takes persistence as well as the cognitive ability to
reach a satisfactory solution. Such a dispositional view of thinking integrates
motivational, affective, and cognitive processes, and indicates the personal
organization of behavior vis-a-vis situational demands in general (i.e., per-
sonality functioning).

Trait Complexes Versus Dynamic Processes

An important step of integration from psychometric perspectives is the pos-
tulation of trait complexes, a constellation of traits across cognitive, affec-
tive, and conative trait families (Ackerman & Kanfer, chap. 5; Cronbach,
2002). The purpose of positing such a construct as a unit of analysis is to pro-
vide a richer description of human functioning vis-a-vis a task environment.
Population-based thinking is still at the core of the construct, but it becomes
multivariate rather than univariate. The multivariate approach implies that
each dimension is relatively independent of others yet interrelated, and when
combined with other traits, has added or multiplicative importance; in other
words, the whole is larger than the sum of its parts (Ackerman & Heggestad,
1997). In a similar vein, when Salovey and Mayer (1990) proposed the con-
struct of emotional intelligence, they argued that there is another layer of
intellectual competence untapped by traditional definitions of intelligence.
Instead of replacing traditional definitions of intelligence, emotional intelli-
gence simply enriches a multivariate matrix of intellectual competence
(Mayer, Salovey, & Caruso, 2002). Furthermore, instead of treating emo-
tional intelligence as a structural property of mind, they have attempted to
elucidate underlying processes responsible for the observed performance dif-
ferences in emotional intelligence measures (see Brackett, Lopes, Ivcevic,
Mayer, & Salovey, chap. 7).
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A different tack can be seen in Matthews and Zeidner’s (chap. 6) work on
personality functioning. Here, intellectual functioning is cast in a unified
framework of personal adaptation to the environment. What is unique about
this approach is that the authors go beyond the traditional trait or state ac-
counts of personality and unpackage personality to reveal the motivational,
emotional, and cognitive component processes, the trilogy of mind, that sup-
port specific behavioral tendencies. Moreover, such a process account of per-
sonality (instead of state-level or trait-level descriptions) opens new avenues
for understanding how complex personality processes either enhance or
weaken certain aspects of intellectual functioning depending on task de-
mands and preferred coping mechanisms (e.g., see Matthews & Zeidner,
chap. 6, on extroversion vs. introversion).

Summary

Although population-based thinking still underlies the integration efforts
from differential perspectives, we have witnessed a trend toward a more proc-
ess-based, rather than structural, explanation of individual differences in in-
tellectual functioning. Constructs such as typical intellectual engagement,
problem-based and emotion-based coping, and emotional and motivational
biases in cognitive processing start to help us understand personality-related
constraints on intellectual functioning. Putting intellectual functioning in the
context of personality functioning is a step further from putting cognition in
motivational and affective contexts discussed in the previous section. It sheds
light on some unique system-wide functional properties of the individual
mind that are typically not addressed by the research with an exclusive focus
on the interplay of motivation, emotion, and cognition itself.

In addition, we have also witnessed a trend toward a developmental ap-
proach within the differential tradition. This is probably due to a fundamen-
tal realization that intellectual competences are dynamic and changing,
rather than static and fixed (McCall, 1981), and that the development of in-
tellectual competences involves a prolonged period of cognitive investment,
and thus takes commitment, perseverance, and emotional coping (Acker-
man, 1999; Ackerman & Kanfer, chap. 5).

DEVELOPMENT OF INTELLECTUAL COMPETENCES:
THE EMERGENT ROLE OF PERSONAL AGENCY

Differential perspectives are based on the assumption of characteristic ways
individuals function. In contrast, developmental perspectives on intellectual
functioning focus on the ontogeny or developmental course of motivational,
affective, and cognitive functions and their dynamic integration as adapta-
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tions to environmental demands and opportunities, facilitated or constrained
by transactional experiences and activities, and maturation.

Developmental Variability Versus Invariance

Traditionally, intellectual development is considered normative and invariant,
a more-or-less, sooner-or-later matter. Piaget’s structuralist view of intellec-
tual development clearly has perpetuated this conception. In all fairness,
Piaget (1967, 1981) also considered affect and motivation as indispensable for
intellectual functioning and development. Piaget (1967) asserted that “there
is a constant parallel between the affective and intellectual life throughout
childhood and adolescence. This statement will seem surprising only if one
attempts to dichotomize the life of the mind into emotions and thoughts. But
nothing could be more false or superficial” (p. 15). According to this
parallellist view, affect provides energy and the valuation of an activity (what
he called energetics), and cognition provides structure. Thus affect may accel-
erate cognitive development, but it never changes the cognitive structures,
which are considered invariant in their developmental trajectories. However,
Piaget also seemed to espouse another competing view of the interplay of af-
fect and cognition in his explication of cognitive disequilibrium. According to
this view, affect or emotion is epiphenomenal to cognition (Piaget, 1952; see
Cicchetti & Hesse, 1983 for a discussion). This is simply the recurrent issue of
the primacy of cognition versus emotion at the developmental level. Either
way, developmental variability in intellectual functioning in terms of diver-
gent paths is not within the purview of Piaget’s theory.

The Emergent Intellectual Agency

The central issue of intellectual development is how to describe and explain
the emergent intellectual agency, broadly defined, of the developing person.
Piaget (1950, 1952), arguing from an epistemological point of view, provided
a plausible account of the development of scientific thinking during child-
hood and adolescence. In a neo-Piagetian tradition, Pascual-Leone and
Johnson (chap. 8) attempt to provide a rich account of the emergent agency
in terms of cognitive and affective schemes (i.e., action patterns), self-
motivation, reflective consciousness, and the self. What they delineate is an
emergent architecture of human agency booted by both biological matura-
tion and social-contextual experiences. It is worth noting that neurobio-
logical perspectives and evidence are heavily enlisted for this purpose. What
emerge from this architecture are various mental operations and functions
(i.e., the integration of second order discussed earlier), as well as primary and
extended consciousness, intentionality, and the self (i.e., the integration of
third order). The construct that holds three levels of analysis together as the
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center of gravity in their model is M-capacity, the developing mental capac-
ity. What is the most striking is their painstaking efforts to delineate specific
forms or structures of various mental functions of the cognitive, motiva-
tional, and affective nature. Such a task is often neglected by psychologists
(Kagan, 2002) and can be most appropriately addressed from a developmen-
tal point of view.

Bruner (1983) pointed out, based on the infant research, that various
forms of human agency, in terms of symbolic capability, means—ends sensi-
tivity, self-awareness, and concern with evaluative standards, all appear at
the end of the second year of life. Similarly, Labouvie-Vief and Gonzalez
(chap. 9) discuss the emergence of extended consciousness and the reflective
self during the same period of development. Different from an exclusive focus
on representative intelligence as Piaget did, these authors attempt to extend
the Piagetian tradition. They explicate how affective experiences and motiva-
tion shape the way individuals interact with the environment, and how the
process is constrained by both organismic and contextual factors, including
aging (see also Zimmerman & Schunk, chap. 12, for a social-cognitive view of
the development of the self-regulatory agency).

Maintaining Self Versus Expanding Self

Labouvie-Vief and Gonzalez (chap. 9) elaborated on the legacy of the
Piagetian notion that developmental transformation occurs as a result of a
dynamic interplay of relatively reactive equilibrium-maintaining (assimila-
tion) and relatively proactive, disequilibrating (accommodation) strategies.
What is novel in their argument is that in order for new cognitive structures
or competencies to take hold, they need to be validated by feeling and ren-
dered meaningful and integrated at a personal level (or appropriated; see
Ferrari & Elik, 2003, on conceptual change). However, in the process of cog-
nitive-affective integration, one can overaccommodate, resulting in cognitive
or knowledge structures purely derived from others and not firmly affirmed
by affective experiences; one can also overassimilate in an attempt to main-
tain positive affect, resulting in cognitive rigidity and the failure of differenti-
ation, hampering chances for intellectual growth. Such formulation breaks
loose of the normative doctrine of intellectual development, and thus is
poised to explain the phenomenon of developmental variability and diver-
gence not adequately addressed by Piaget (Bidell & Fischer, 1992).

As Bidell and Fischer (1992) pointed out, Piaget never resolved the tension
between two main tenets of his theory: his constructivist view of knowledge
as the product of self-regulated functional activity in specific contexts, and
his abstract structuralist stage theory. It is not coincidental that Pascual-
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Leone and Johnson (chap. 8) and Labouvie-Vief and Gonzalez (chap. 9)
carry over the Piagetian legacy of the former, not the latter. This makes per-
fect sense if we take notice of the fact that Piaget’s stage theory was an at-
tempt to present a psychologically plausible (but not necessarily realistic in
the sense of how individuals actually develop) account of genetic or develop-
mental epistemology (Lourengo & Machado, 1996). Such a theory, by na-
ture, has a philosophic overtone, addressing the normative structure of hu-
man intelligence (the Kantian question of how knowledge is possible), rather
than explaining manifestations of diverse intellectual development in reality
(Zigler, 1986). A constructivist approach, on the other hand, looks into ac-
tions that connect the whole person to a functional context, thus making in-
tellectual development fully grounded in psychology.

Besides, both chapters postulate higher-order self-regulatory agency, as
well as lower-order attentional and working-memory resources, as support-
ing or constraining motivation (see also Guttentag, 1995). Both chapters
raise the issue of style or characteristics ways of dealing with environmental
challenges, reminiscent of Matthews and Zeidner’s (chap. 6) cognitive-
adaptive view of intellectual functioning, wherein affect, coping (by a self-
regulatory agent), and cognitive engagement are inextricably related in intel-
lectual functioning.

Development of Biologically Secondary Competencies

While the Piagetian and neo-Piagetian traditions bring insights into how in-
tellectual functioning and development can be understood in the context of
personal adaptation and self-organization, the research on expertise, an
emergent branch in cognitive psychology, has forced us to consider another
set of constraints for the development of intellectual competencies. As
Matthews (1999) pointed out, adaptation to real-life pressures and demands
often depends on acquired skills rather than fundamental components of in-
formation processing.

The learning perspective on intellectual development brought in by the ex-
pertise research and other traditions (e.g., information processing ap-
proaches; Siegler, 2000) raises several interesting points about intellectual
functioning and development (Canfield & Ceci, 1992). First of all, it has es-
tablished domain-specific knowledge as a legitimate ingredient of intellectual
functioning (Estes, 1986). Chi (1978), for example, demonstrated that chil-
dren with chess expertise recalled more chess pieces than adult novices when
the meaningful positions were presented; however, the opposite is the true
when chess pieces are arranged in a random fashion. In fact, most domains of
intellectual functioning, including everyday cognition, can be characterized
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as semantic-rich or knowledge-rich rather than knowledge-lean (Simon,
1979; see Alexander, chap. 10, for an illustration of the distinction).

Based on Geary’s (1995) distinction between biologically primary and sec-
ondary abilities, and Greenough’s distinction experience-expectant and expe-
rience-dependent learning in terms of differing brain mechanisms (see Green-
ough, Black, & Wallace, 1987), it is likely that various biologically primary
abilities and dispositions are co-opted to learn specific skills valued in a cul-
ture. The question becomes what constellation of cognitive and affective
traits would support the development of expertise in a specific domain, an is-
sue addressed by Ackerman (1999; Ackerman & Kanfer, chap. 5).

Aptitude Versus Deep Engagement. While traditional psychometric per-
spectives tend to emphasize high IQ, among other factors, as a necessary apti-
tude factor for the development of expertise (see Ackerman & Kanfer, chap.
5), some researchers suggests that IQ and expertise are unrelated; rather, ex-
pertise reflects dedicated mechanisms specific to domains (Ceci & Liker,
1986; Hirshfeld & Gelman, 1994). Ceci and Ruiz (1993) questioned a typical
conception of intelligence (presumably under the influences of Spearman and
Piaget) as the general mental power for abstract thinking, which would show
through in any domain-specific learning. Ceci and Liker (1986) found that
people who gave mediocre performance on adult intelligence tests can per-
form marvelous intellectual feats when it comes to their domain of expertise
(e.g., highly sophisticated reasoning on the racetrack gambling). The implica-
tion is that deep engagement in a domain counts much more than some gen-
eral mental power for the development of expertise, a position consistent with
ecological theories of intelligence (e.g., Pea, 1993) and expertise (Vicente &
Wang, 1998). More recently, talent accounts of expertise have also been chal-
lenged (Howe, Davidson, & Sloboda, 1998).

Similarly, according to Ericsson (Ericsson, Krampe, & Tesch-Romer,
1993), a key mechanism for the development of expertise is deliberate prac-
tice, a form of practice that is highly focused and intensive. The logic is as fol-
lows: if the achievement of expertise takes thousands of hours of deliberate
practice, and the pay-off of these efforts is often remote, then, what may ulti-
mately distinguishes those who became experts from those who did not is not
their initial abilities, but their motivational characteristics, such as determi-
nation and commitment (see also Charness, Tuffiash, & Jastrzembski, chap.
11). However, the variables of aptitude® and deep engagement or deliberate

’It is important to distinguish between psychometrically defined aptitudes such as IQ or mu-
sic aptitude tests, and aptitude as a theoretical construct. Snow’s (1992) definition of aptitude as
the inclination or readiness to respond to a certain class of situations already implies a selective
tendency for deep engagement in certain activities.
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practice are often confounded in real life, due to the inherent self-selection
process wherein individuals may opt out as the result of repeated failures
(Sternberg, 1996).

Knowledge, Interest, and Strategies Underlying the Development of Exper-
tise. Cattell (1971) saw the development of intellectual competences as a re-
sponse to cultural concerns as well as individual inclinations. He also saw de-
veloped skills and interests as reciprocally related (an isomorphism in his
words). Alexander (chap. 10) carried out this line of inquiry further by ex-
ploring how advances in domain-knowledge, the development of a deeper in-
terest, and deep strategic processing may support one another and create a
functional synergy. Ackerman and Heggestad (1997) also found a several
cognitive abilities, personality traits, and interests tend to converge in an
adaptive way to support specific career paths. Formulated as such, deep en-
gagement cannot be solely a function of the willingness to exert mental efforts
(i.e., deliberate practice) but involves a developmental process of personal
identification reflected in intrinsic or individual interests (see also Hidi et al.,
chap. 4).

What Develops and How: Two Forms of Embodiment

The learning perspective also brings to focus the question of what exactly is
learned, and how it supports further learning in a domain. Kagan (2002) sug-
gested two basic forms of knowledge: schematic and semantic. They are em-
bodied in different ways.

It was Tolman (1932) who first postulated learning as the development of
expectations and a cognitive map of the causal texture of the environment in
question. Charting a new territory or learning the landscape becomes a pow-
erful root metaphor for knowing (Greeno, 1991). De Groot (1978), in his now
classic book on chess, introduced Selz’s concept of schematic anticipation as
a key to understanding the nature and development of expertise (see also
Neisser, 1967 for a similar proposition). The acquired anticipatory structure
is conative as well as cognitive in that it suggests where the action should be.
Development of such anticipatory structures may be associated with the de-
velopment of what Damasio (1994) called somatic markers, experience-based
secondary emotions that trigger emotional states and gut feeling that serves
as a top-down processing heuristic for problem solving and decision making
in familiar situations. As Damasio (2001) pointed out, “appropriate learning
can pair emotion with all manners of facts (for instance, facts that describe
the premises of a situation, the option taken relative to solving the problems
inherent in a situation, and, perhaps, most importantly, the outcomes of
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choosing a certain option, both immediately and in the future)” (p. 105). To
illustrate Damasio’s point, think of Kasparov contemplating a move in re-
sponse to the move made by Deep Junior. See also Barnes and Thagard
(1996) for an extension of somatic-marker hypothesis based on Thagard’s
(2000) coherence theory.

In order for schematic anticipation to function adaptively, not only some
somatic-markers have to be in place to alert the conscious agent of the proba-
bility of success of an action based on the past experience, a mechanism sensi-
tive to even a subtle violation of expectations in the perceptual input also
needs to be in place (a surprise effect; see Kagan, 2002) so that discrepancy,
anomaly, and novelty can be detected and effectively dealt with, and the
whole system reconfigured and reorganized accordingly.

In contrast to schematic knowledge, semantic knowledge involves mean-
ing-making. According to Kagan (2002), when conflicting messages are en-
countered, individuals will experience uncertainty and the ensuing desire to
resolve cognitive conflicts. Similar views on cognitive motivation can be
found in Piaget’s (1950) notion of disequilibrium, and Festinger’s (1957) cog-
nitive dissonance theory. As discussed earlier, meanings are embodied in
one’s experienced affect, beliefs, and values (Glenberg, 1997). Whether they
cohere, to use Thagard’s (2000) theory, determines whether the emotional
center of the self holds. Thus, seeking the certainty of meaning in a largely un-
certain world (whether in everyday encounters or philosophic discourse) con-
stitutes a major developmental task for the self (Labouvie-Vief & Gonzalez,
chap. 9).

Summary

Significant advances have been made in understanding intellectual develop-
ment both in the Piagetian and cognitive psychology traditions. The former
focuses on the dynamic integration of affect, motivation, and cognition
through the transactional experiences with the world, and the latter focuses
on mastering skills valued in a culture, and how the process involves affect
and motivation. The consensus seems to be that intellectual development
is not preordained, thus open to experiences and opportunities, and subject
to external and internal constraints. Both individual biological selectivity
(values and aptitudes) and cultural modulation may play a role in shaping
one’s developmental trajectory given sufficient opportunities to explore
various developmental possibilities. Knowledge is embodied through ac-
quired emotions and feelings as well as beliefs, values, and personal mean-
ing systems.
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INTELLECTUAL FUNCTIONING
AND DEVELOPMENT IN SOCIAL
AND CULTURAL CONTEXTS

So far all discussion of integrated understanding focuses on the individual
person. It may leave an impression that integration of cognition, emotion,
and motivation is very much an intra-personal process, and has little to do
with social and cultural contexts. However, from Vygotsky’s (1978) and
other socialcultural theories, not only emotions, and motivation, and inten-
tions but higher cognitive functions such as reasoning and conceptual learn-
ing are socially constructed and enculturated. Integration of motivation,
emotion, and cognition is necessary precisely because of the at least partially
situated nature of cognition. The person is engaged in an often socially struc-
tured and culturally sanctioned activity that has personal significance and
consequence.

Piaget (1950), who is often criticized for neglecting social factors in intel-
lectual development (see Lourengo & Machado, 1996), questioned the likeli-
hood of maintaining a coherent system of thoughts and beliefs by oneself
alone. He had this to say:

In fact, it is precisely by a constant interchange of thought with others that we
are able to decentralise ourselves in this way, to co-ordinate internally relations
deriving from different viewpoints. In particular, it is very difficult to see how
concepts could conserve their permanent meanings and their definitions were it
not for co-operation. (Piaget, 1950, p. 180)

The last statement sounds almost Vygotskian! What is implied in the mes-
sage is that social interaction is not only a necessary condition for the emer-
gence of more complex forms of intelligence, it also provides a necessary
shared symbolic platform on which the individual mind can operate intel-
lectually.

Social Context as Integral Part of Intellectual Functioning

Building on the legacy of Piaget, Hatano (1988) saw dialogical interaction as
a necessary condition in engendering cognitive incongruity in the form of sur-
prise, perplexity, and discoordination (i.e., variations of disequilibrium, to
use Piaget’s term), and motivating comprehension activity which, in turn,
leads to conceptual development. In this formulation, both motivational and
cognitive processes are socially engendered (see also Hatano & Inagaki,
2003). What is unique about Hatano’s approach is that he sees the means—
end structure of a socially organized activity as inherently determining the
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motivational and cognitive conditions for learning. For example, Brazilian
children peddling in streets requires semantic transparency; that is, they need
to explain to their customers the computational procedures used are mathe-
matically correctly. This requirement engenders the need for conceptual un-
derstanding, which leads to adaptive expertise. In contrast, Japanese children
learning abacus in school are simply engaged in routine exercises; no inquiry
is necessary about the justification of specific procedures. The end result is
routine expertise. With this highly contextual view of intellectual functioning,
Hatano seemed to part company with Piaget and makes himself more aligned
with the school of situated cognition and learning (e.g., Greeno, 1989; Lave,
1988). By the same token, children learning to play pokemon with peers oper-
ate under very different motivational, emotional, and cognitive conditions in
comparison with their learning of rules of phonemes or grammar in school.

Effects of Beliefs, Values, and Affect on Intellectual
Functioning and Development

Mandler (1989b) cogently pointed out that we live in a world of artifacts, not
only in terms of tools we invented, but in terms of folk beliefs and values
shared in a community of culture or subculture. These folk beliefs and values
can be just as powerful a regulator of emotion as biological needs. He dis-
cussed why math anxiety is a cultural phenomenon, and how playing math
idiot can be a strategy of mental disengagement. Similarly, cross-cultural dif-
ferences in implicit theories of intelligence (Sternberg & Kaufman, 1998) and
of learning (Li & Fischer , chap. 14) reflect what is perceived as essential for
effective functioning and what is important in the subjective culture of a com-
munity (Triandis, 1989). Steinberg (1996) found fault with the popular myth
of intelligence as a fixed entity, possibly perpetuated by the IQ movement,
which is detrimental to motivation and learning for many school-age children
in the United States. From a functional point of view, the findings that West-
ern folk conceptions of learning place more emphasis on cognitive processes
than do Eastern ones (Li & Fischer, chap. 14) may reflect an instrumental
and technical orientation (i.e., what it takes to get the job done). In contrast,
Chinese folk conceptions of learning, which put more emphasis on character
building and personal perfection, might well be a cultural strategy to ward off
negative emotions and debilitated motivation in the face of setbacks, failures,
and difficulties. Also, in collectivist cultures such as China and Japan, em-
phasis is given to interdependence, reliability, and proper behavior, whereas
in individualistic cultures such as the United States, characteristics such as in-
dependence and creativity are rewarded (Triandis, 1989). These cultural dif-
ferences have profound ramifications for intellectual development, including
the development of self (Dai, 2002b; Markus & Kitayama, 1991, 1994).
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Lest culture be reified as an entity independent of people who share canon-
ical cultural experiences, folk beliefs and cultural values are like currencies:
they are as valid as people are still carrying them around. Individuals and cul-
ture are mutually constitutive of each other (Rogoff, 2003). However, more
than just sharing, one can conceive of generative characteristics of inter-
subjective processes whereby beliefs and values are taking shape, migrating,
propagating, amplifying, and transforming in an intersubjective space of a
community of people (Brown & Campione, 1994), very much in the same way
McClelland (1961) conceptualized the socialization of achievement motiva-
tion in youth development.

On the positive side, such generative characteristics of social communica-
tion indicates an intellectually stimulating environment. There can also be a
tension, however, between individuals and cultural establishments along the
process. For example, the essential tension that presumably leads to scientific
revolution (T. Kuhn, 1977), and even the very notion of paradigm, can only
exist in the intersubjective world of a scientific community. Thus, an act of
creativity does not just occur in a solitary mind, but is inherent in generative
social interaction and intersubjectivity (Csikszentmihalyi, 1992; Runco,
1994; Sternberg, 2003). On the negative side, social structures and dynamics
can also hamper instead of facilitate intellectual functioning and develop-
ment, as in the case of groupthink in a conformity-inducing environment
(Janis, 1972) and or mind control in extremely inhibitory social conditions
such as a cult (Zimbardo, 2002). Under such conditions, intellectual func-
tioning degenerates, individually and collectively.

The Nature and Nurture of Habits of Mind

Dewey (1933) remarked that “the real problem of intellectual education is the
transformation of more or less casual curiosity and sporadic suggestions into
attitudes of alert, cautious, and thorough inquiry” (p. 181). Dewey clearly did
not underestimate the difficulty of the task. It is not unusual that people get
entrenched in my-side biases (Perkins & Ritchhart, chap. 13) or rely on
heuristics rather than more principled ways of thinking (Kahneman, 2003;
Tversky & Kahneman, 1974). Indeed, less than optimal intellectual function-
ing can even be attributed to natural habits of mind, a biological constraint.
In everyday life, humans are cognitive misers, spending just enough energy to
get the job done (see Kanfer, 1987, for a discussion of an effort—utility func-
tion for motivation). People can often get by with sloppy thinking, but some-
times a slight slip in thinking can cause disasters of the global magnitude
(e.g., the Chernobyl Nuclear Accident; see Byrne, 1997 for details). Accord-
ing to Dewey (1933), education as a process of enculturation is to develop
mindfulness and a caring for thinking or thoughtfulness. Bereiter (1995)
found teaching for understanding often insufficient for the productive use of
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knowledge on the part of students. He proposed a dispositional view of
knowledge transfer wherein teaching that nurtures the habit of thinking sci-
entifically or the value of acting according to moral principles.

Perkins and Ritchhart’s (chap. 13) exposition of dispositions rather than
capacity as critical for intellectual functioning is in line with Dewey’s con-
cern. In the same vein, Zimmerman and Schunk (chap. 12) discuss model self-
regulated, reflective learners, and Li and Fischer (chap. 14) discuss culturally
defined ideal learners. What is common among these chapters is that intellec-
tual functioning is treated at two levels: one is empirical, concerning what is
(i.e., its nature and manifestations); the other is normative, concerning what
ought to be (Simon, 1969). The former is descriptive and objective, and the
latter is prescriptive and value-laden, a matter of cultural desirability. Dewey
(1916) apparently thought that the education of minds capable of critical
thinking is crucial for a viable democracy. Thus, we can meaningfully discuss
how to inculcate intellectual values (D. Kuhn, 2002) and build intellectual
character (Bereiter, 1995; Perkins & Ritchhart, chap. 13; Ritchhart, 2002)
along the way of teaching subject matters.

We can conceptualize intellect as a two-fold phenomenon, with a knowl-
edge component (e.g., deep understanding of principles of a domain, be it ac-
ademic or practical, tacit or explicit) and a personal component (e.g., values,
dispositions, personal epistemologies, identity). Indeed, in an embodied
mind, these two dimensions are fully integrated and thus cannot be separated
(Polanyi, 1958). If education only focuses on the former, it is an incomplete
education, to say the least. Precisely because it is difficult to maintain such
habits of mind, the notion of a community of learners committed to a com-
mon goal of self-improvement in pursuing knowledge, and who push one an-
other to work at the edge of each’s competence, gains currency (Bereiter &
Scardamalia, 1993; Brown, 1997).

Summary

Social and cultural contexts are not some additional factors to be reckoned
with on top of individual characteristics. Rather, they are an integral part of
individuals’ intellectual functioning and development. There are theoretical
differences as to whether personal factors and social-contextual factors can
be understood as separate constituent components of a complex person-
environment system. Whatever the case, cultural values and beliefs shared by
people of a community have a direct bearing on individuals’ intellectual func-
tioning and development. Education as a force of enculturation can have a
significant impact on the development of a person’s values, beliefs, and dis-
positions as well as knowledge and skills.
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CONCLUSION

In this introduction chapter, we attempt to make a case that intellectual func-
tioning and development never occur as solely cognitive events but involve
motivation and emotion, or the whole person vis-a-vis adaptive pressures and
challenges. Going beyond cognitivism does not imply that motivational and
emotional issues are more important than or as important as cognitive proc-
esses and mechanisms. Rather, our point is that without taking into consider-
ation the motivational and emotional aspects of intellectual functioning and
development, we cannot even properly understand cognitive processes in-
volved. Reducing intellectual functioning and development to merely cogni-
tive matters is simply no longer tenable both on theoretical grounds and in
light of empirical evidence. Going beyond cognitivism follows the same prin-
ciple of moving up closer to the peaks of rationality, according to Newell’s
(1988) vision of the progressive and evolving nature of human intellectual
functioning.

Snow (1992) envisioned integration efforts as going through a process
from something like a patchwork of several different languages to something
of seamless fabric. We are far from the state of seamless fabric, if there is such
a thing. However, we have started to weave together different pieces, indeed
sometimes seemingly incompatible or discrete ones. We attempt to provide a
relatively unified framework so that a certain degree of commensurability
can be achieved between and among different perspectives and approaches.
What unifies a discipline is not its methodology, but its phenomena (Stern-
berg & Grigorenko, 2001). Division of labor is still necessary to tackle differ-
ent aspects of a phenomenon at different levels of description; yet it should be
recognized as such. We will probably never reach a complete reunion, the ul-
timate truth that we can all agree upon. Just as Newell (1988) said, the peaks
of rationality are always one or two ridges away in the temporal horizon of
our intellectual journey. At a minimum, biologically inclined and socially ori-
ented psychologists, differential and developmental psychologists, psycholo-
gists specialized in motivation and emotion, and those in cognition, can sit
and talk to each other without feeling awkward as if they live in completely
different planets and speak drastically different languages when it comes to
intellectual functioning and development. More optimistically, they will
complement each other in attaining an ever enriched and deepened under-
standing of the issue at hand. “The goal is not to choose among alternative
paradigms, but rather for them to work together ultimately to help us pro-
duce a unified understanding of intellectual phenomena” (Sternberg, 2001, p.
410). Our main charge is to make a comprehensive yet coherent account,
based on the totality of evidence, of the nature and development of human in-
telligence, expertise, and creativity, as exemplified by Kasparov or the pro-
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grammers of Deep Junior, while leaving the job of how Deep Junior or Deep
Senior functions (or ought to function) to Al researchers.°
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Why should cognitive psychologists be concerned with motivation? In the
typical cognitive psychology formulation, motivation is not a theoretically
interesting or important variable. The assumption typically made is that mo-
tivation simply involves caring about a task or wanting a successful task out-
come—and that once individuals care about the task they will display the
cognitive processes (and hence the intellectual performance) of which they
are capable. In this view, motivation is a quantity that people have in varying
degrees and, if they have enough of it, their intellectual performance will fully
reflect their cognitive abilities.

Our perspective challenges this assumption and in doing so casts motiva-
tion in a much more interesting light. In place of the view of motivation as a
simple amount of caring, it proposes that there are qualitatively different mo-
tivational frameworks, driven by people’s beliefs and goals, that affect basic
attentional and cognitive processes. By doing so, these motivational frame-
works can substantially change intellectual performance even among individ-
uals who care very much about succeeding.

In this chapter, we review research showing how the motivational beliefs
and goals people hold affect their attentional processes, cognitive strategies,
and intellectual performance, particularly in the face of challenge and set-
backs. We present evidence from laboratory studies (including electrophysio-
logical studies), field studies, and educational interventions. We hope to dem-
onstrate the powerful effects of these motivational variables, their dynamic
and malleable nature, and the striking changes in performance that can result
from brief, but targeted interventions.
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BELIEFS AND GOALS THAT AFFECT PERFORMANCE

In our research, we have examined the impact of two classes of goals (perform-
ance goals vs. learning goals) and of the beliefs that give rise to them (students’
fixed vs. malleable theories about their intelligence). A performance goal is the
goal of validating one’s ability through one’s performance, that is, the goal of
looking smart and not dumb.! In contrast a learning goal is the goal of increas-
ing one’s ability, that is, the goal of getting smarter. These goals create very dif-
ferent mindsets, which we will see, have many ramifications.

Although both goals can be important in achievement settings, some stu-
dents are overly concerned with performance goals, while others focus pre-
dominantly on learning goals. Why might this be? We have found that stu-
dents’ theories about their intelligence orient them toward one class of goals
or the other (see Dweck, 1999; Dweck & Leggett, 1988). When students be-
lieve that their intelligence is a fixed trait (an entity theory of intelligence), it
becomes critical to for them to validate their fixed ability through their per-
formance. In contrast, when students believe that their intellectual skills are
something that they can increase through their efforts (an incremental theory
of intelligence), they become less concerned with how their abilities might be
evaluated now, and more concerned with cultivating their abilities in the
longer term.

In some of the studies described below, we used measures of students’
goals or theories of intelligence to predict their cognitive strategies and intel-
lectual performance. In other studies, we manipulated students’ goals or the-
ories of intelligence to produce different patterns of cognitive strategies and
intellectual performance. Let us now turn to the studies.

MOTIVATIONAL EFFECTS ON COGNITIVE
STRATEGIES

In a study by Farrell and Dweck (1985), junior high school students were
taught a challenging new unit in their science class. Before beginning the unit,
we assessed, for each student, whether he or she had chiefly performance
goals or learning goals for the unit. Those who endorsed performance goals
agreed that their goal was to look smart or avoid mistakes, whereas those

"Performance goals are sometimes defined as competitive goals (wanting to outdo others) or
as simply seeking successful outcomes (such as high grades). We and others have not found these
other goals to create the same vulnerabilities as the performance goal of validating ability (Grant
& Dweck, 2003; Harackiewicz & Elliot, 1993; Kanfer & Ackerman, 2000). Throughout
this chapter we use the term performance goals to refer to the goal of validating ability through
performance.
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who endorsed learning goals agreed that their goal was to learn new things,
even if they might get confused, make mistakes, and not look smart.

The unit dealt with a scientific principle that cut across several types of
problems (i.e., pulleys, inclined planes, etc.). For the task itself, students
were trained on one type of problem (e.g., pulleys) and then given a transfer
test to see whether they could apply the same principle to another type of
problem (e.g., inclined planes). Looking at students with learning goals
versus performance goals, we found that even though both groups of stu-
dents learned the material equally well, students with learning goals: (a)
produced significantly more written work during their attempts to transfer,
(b) tried more different transfer strategies, and (c) were more successful in
transferring the principle to the new task. Transfer of training is a key part
of intellectual functioning (and creativity). This study showed that students
who are in a learning mind-set are more likely to search for and to find suc-
cessful transfer strategies than are those with concerns about validating
their ability.

In another study of students’ ability to display effective strategies in the
face of difficulty, Elliott and Dweck (1988) instilled different goals in late
grade-school students as they embarked on a challenging concept-formation
task. In addition, half of the children were led to believe they had high ability
and would probably do well on the upcoming task, whereas the other half of
the children were led to believe they had lower ability at the task. The con-
cept-formation task was one that allowed the researchers to assess the sophis-
tication of students’ problem-solving strategies on each trial and so allowed
them to monitor changes in the sophistication of their strategies as students
encountered a series of more difficult problems, ones that were somewhat too
difficult for children their age (see Diener & Dweck, 1978; cf. Gholson, Le-
vine, & Phillips, 1972).

Regardless of whether students had been given learning goals or perform-
ance goals, they performed equally well on the initial trials, prior to the diffi-
culty. However, the students with learning goals were able to maintain or
even improve their problem-solving strategies over the failure trials—regard-
less of whether they believed they had high or low ability at the task. In con-
trast, unless they believed they had high ability, those with performance goals
showed a steep decline in the sophistication of their problem-solving strate-
gies over the failure trials, with many of them falling into entirely immature
and ineffective strategies. Thus students with equivalent abilities and meta-
cognitive strategies on the early trials, diverged sharply in the level of strategy
they were able to use on a more difficult task.

Do students with different goals differ in the strategies with which they ap-
proach difficult course material? Much literature suggests they do (Ames &
Archer, 1988; Elliot, McGregor, & Gable, 1999; Graham & Golon, 1991;
Pintrich & Garcia, 1991). In a recent study, Grant and Dweck (2003) tracked
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college students during their introductory Chemistry course, the entry course
for the pre-med curriculum. Thus it was a highly important course for most
students, and it was a difficult one, with the average exam grade equaling a
C+. Grant and Dweck found that the more that students held learning goals,
the more they reported engaging in deep processing of course material (e.g.,
outlining the material, relating different concepts to each other, attempting
to integrate the material across units). The tendency to engage in deep proc-
essing was predictive of higher course grades, and this tendency mediated the
positive relation between learning goals and course grades.

Do learning goals confer benefits mainly on learning tasks, or are these
benefits apparent on tasks that tap existing intellectual abilities? Mueller and
Dweck (1998) looked at the impact of students’ goal on their performance on
the Raven’s Progressive Matrices Task (Raven, Styles, & Raven, 1998), often
considered to be a nonverbal IQ test. In this study, late grade-school students
succeeded on the first set of moderately difficult problems and then, through
the type of praise they were given, were oriented toward learning goals or per-
formance goals. They then encountered much more difficult problems. How
did they fare?

Those oriented toward learning goals not only performed better on the dif-
ficult problems, but carried over their benefit to a third set of problems (i.e.,
equivalent in difficulty to the first set), doing significantly better than the per-
formance goal-oriented students on the third set as well. In fact, those with
performance goals, after encountering difficulty, performed worse on the
third set than they had on the first.

These findings were replicated across a series of studies using diverse pop-
ulations, and show how, through goal manipulations, we can take children of
equal intellectual ability and make them look quite different on tests of intel-
lectual ability.

MOTIVATIONAL EFFECTS ON ACADEMIC
PERFORMANCE

In two studies, students making the often-difficult transition to junior high
school were followed (Dweck & Sorich, 1999; Henderson & Dweck, 1990). In
these studies, we measured their theories about their intelligence and their aca-
demic (learning or performance) goals at the beginning of seventh grade and
then tracked the grades they received. In both studies, the motivational vari-
ables were significant predictors, over and above prior achievement, of the
grades students earned. For example, in the Dweck and Sorich (1999) study,
students with an incremental theory earned steadily increasing math grades
over seventh and eighth grades, while those with an entity theory earned
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steadily decreasing math grades, even though they entered with equivalent
math achievement test scores.

Interestingly, the incremental theorists’ grade advantage was mediated
partially through their learning goals and partially through their greater be-
lief in the efficacy of effort, both of which led to more vigorous, mastery-
oriented strategies in the face of difficulty. These strategies constituted the fi-
nal route to grades.

MOTIVATIONAL EFFECTS ON ATTENTION
AND COGNITIVE PROCESSING: EVIDENCE FROM
AN ELECTROPHYSIOLOGICAL APPROACH

Thus far, we have described a model in which different motivational goals,
guided by beliefs in fixed or malleable ability, influence how information is
processed in challenging learning situations. Recently, in an attempt to un-
derstand more precisely how underlying attentional and cognitive processes
are affected by these goals we have incorporated electrophysiological meas-
urements into our studies.

What guides goal-related attentional and cognitive processes? The cogni-
tive mechanism that ensures goals are met can be seen as an executive control
network responsible for directing attention toward goal-relevant information
and away from goal-irrelevant information (e.g., Botvinick, Braver, Barch,
Carter, & Cohen, 2001; Posner & DiGirolamo, 1998; Shallice & Burgess,
1996). Selective attention toward goal-relevant information is typically evi-
denced as an increase in the speed, accuracy, or depth of information process-
ing of that information. Given that entity and incremental theorists hold con-
trasting goals, we would expect that the executive control network would
direct their attention to different information and this difference might have
consequences for how quickly, accurately or deeply different types of infor-
mation are processed.

For students with an entity theory of intelligence, this executive control
network may bias attention and conceptual processing toward information
that speaks to the adequacy or inadequacy of their intellectual ability (per-
formance goal-relevant information) and not toward information that pro-
vides new knowledge that could help them improve. For example, after pro-
viding an answer to a general knowledge question (e.g., What is the capital of
Canada?), students with an entity theory may allocate more attention to feed-
back indicating whether they are correct or incorrect (i.e., ability-relevant
feedback), than feedback indicating the correct answer (i.e., learning-relevant
feedback), even when that information could help them learn. For students
with an incremental theory, however, control processes may direct attention
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more equally across ability-relevant and learning-relevant information be-
cause both types of information are consistent with their learning goal of in-
creasing their knowledge.

Recently, we conducted an exploratory study in which we used electroen-
cephalography (EEG) to noninvasively monitor brain activity associated
with students’ attention to ability-relevant and learning-relevant feedback
during a challenging general knowledge retrieval task. In this task (see also
Butterfield & Mangels, in press), subjects’ answers to general information
questions were followed first by feedback indicating the accuracy of their re-
sponse (i.e., ability-relevant feedback: red if incorrect, green if correct), and
then by the correct answer to the question (i.e., learning-relevant feedback).
Each type of feedback was also preceded by a brief waiting period, thereby
providing a period during which we could assess anticipation of the different
kinds of information. To extract patterns of brain activity consistently associ-
ated with the processing of these different types of feedback, we constructed
event-related potentials (ERPs) that were time-locked to presentation of the
feedback. Previous research has delineated a set of ERP waveforms that are
correlated with anticipatory vigilance and orienting, including the stimulus-
related negativity (SPN; Brunia & van Boxtel, 2001) and frontal-P3 (Fried-
man, Cycowicz, & Gaeta, 2001). Our analysis revealed that these ERPs dif-
fered as a function of students’ theories of intelligence in a pattern that was
very much in line with our predictions.

When waiting for an event of motivational or affective significance that will
occur in the near future, a state of anticipatory vigilance is entered. This type of
anticipatory vigilance has been shown to elicit an SPN, a slow negative wave-
form that typically starts about one second before stimulus onset and increases
in amplitude as the significant event looms closer (e.g., Brunia & Damen, 1988;
Damen & Brunia, 1994; Ruchkin, Sutton, Mahaffey, & Glaser, 1986; Simons,
Ohman, & Lang, 1979). It is especially prominent in anticipation of perform-
ance feedback (Chwilla & Brunia, 1991; Damen & Brunia, 1994; Kotani &
Aihara, 1999), or stimuli with a strong positive (e.g., Simons, et al. 1979) or
negative valence (e.g., Bocker, Baas, Kenemans, & Verbaten, 2001). Recently,
it has been suggested that the SPN reflects an attentional process that is tied to
a motivational-affective system in which the anterior cingulate cortex plays a
major role (Bocker, et al., 2001; Brunia & van Boxtel, 2001; Peterson, et al.,
1999). Thus, we predicted that the SPN would be modulated differently by the
different motivational goals of the entity and incremental theorists.

We found that both students with entity and incremental theories gener-
ated an SPN prior to the ability-relevant feedback suggesting that both were
motivated to generate a state of vigilance for this information. In contrast,
the SPN prior to the learning-relevant feedback (correct answer) was signifi-
cantly larger in students with an incremental theory compared to students
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with an entity theory. Indeed, the SPN in students with an entity theory did
not differ from baseline, suggesting that they were not motivated to attend to
this information. Perhaps once their performance goals had been met by
processing the ability-relevant feedback, they felt no need to attend to the
learning-relevant feedback. Interestingly, an SPN to the learning-relevant
feedback was lacking in these individuals even when they had just been pre-
sented with negative feedback, and therefore, could have used the learning-
relevant feedback to correct their error. In contrast, for incremental theorists,
an SPN to the learning-relevant feedback was present even when they had
gotten the answer correct in the first place, suggesting an intrinsic interest in
feedback that provided learning relevant information whether that informa-
tion was new or simply provided a verification of what they knew.

In addition, although this electrophysiological evidence suggests that stu-
dents with an entity theory and students with an incremental theory were sim-
ilarly motivated to attend to the ability-relevant feedback prior to its presen-
tation, they appeared to evaluate the valence of that feedback differently
once it was presented. Specifically, students with an entity theory appeared
quicker than students with an incremental theory to orient toward informa-
tion indicating a lack of ability (i.e., feedback that their response was incor-
rect). This was indicated by the significantly shorter peak latency of an ante-
rior (frontal-maximal) P3 waveform, an ERP component that has been
associated with the involuntary orienting of attention to information that
does not match expectations (Butterfield & Mangels, in press; Comerchero &
Polich, 2000; Friedman, et al., 2001; Knight, 1984; Knight & Scabini, 1998).
In contrast, entity and incremental theorists did not appear to differ in their
latency to orient to feedback indicating a correct response; the latency of the
anterior P3 to correct responses was the same in both groups.

Differences in latency of the anterior P3 as a function of feedback valence
underscore the dynamic relationship between executive control and atten-
tional allocation. Control processes are not only important for selecting a
goal-relevant channel of information but also for monitoring that channel for
information which conflicts with the goals it is trying to maintain. Further-
more, when conflict is detected, the executive control network may attempt
to modify the allocation of attention and strategic processes in a way that at-
tempts to realign them with the goals (Fernandez-Duque, Baird, & Posner,
2000; Nelson & Narens, 1994). For students with an entity theory, ability-
relevant feedback (goal-consistent information) informing them that they
have made an error is not good news about their success in achieving their
goal of high performance. Thus, the shorter latency of the anterior P3 to neg-
ative performance feedback in entity theorists may index the enhanced sa-
liency of this type of feedback, arising because it conflicts with, and perhaps
even threatens, their goal of proving their ability. Students with an incremen-



48 DWECK, MANGELS, GOOD

tal theory, on the other hand, may value both negative and positive ability-
relevant feedback equally for their function of informing them about the sta-
tus of current knowledge.

In summary, entity and incremental theorists allocated their attentional re-
sources differently and in accord with their different goals. Students with an
entity theory entered a state of vigilance for ability-relevant information and
oriented particularly quickly to negative ability-relevant information. They did
not, however, generate a state of vigilance for the learning-relevant informa-
tion that followed. In contrast, students with an incremental theory entered a
state of vigilance for both the ability-relevant and the learning-relevant infor-
mation, which could inform them of the state of their current knowledge and
lead to increases in knowledge. Moreover, they vigilantly awaited the learning-
relevant information, even when their answer had been correct.

These initial results demonstrate how electrophysiological measures can
complement self-report and behavioral measures of attention and strategic
processing by providing an observable window into the moment-to-moment
changes in internal neurocognitive processes that students engage during aca-
demic tasks. We have found EEG-ERP to be particularly useful because of
its ability to monitor the fast, dynamic neural changes that occur when proc-
essing different types of stimuli in rapid succession. In addition, given that
both attention and depth of processing are positively related to successful
encoding into long-term episodic memory (e.g., Craik, 2002; Craik, Go-
voni, Naveh-Benjamin, & Anderson, 1996), we are now carefully evaluating
whether these ERP measures of attention are correlated with students’ success
at correcting (improving) performance when those items initially answered in-
correctly are presented on a subsequent retest. Thus, we hope to determine
whether effects of different goals on attention and conceptual processing ac-
count, in part, for overall differences in learning success over time.

EDUCATIONAL INTERVENTIONS

What are the implications of the motivational findings for educational inter-
vention? For example, by changing students’ beliefs, can one change their ac-
ademic performance? Three recent studies have addressed this question di-
rectly (Aronson, Fried, & Good, 2002; Aronson & Good, 2002; Blackwell,
Dweck, & Trzesniewski, 2003). The first study (Aronson et al., 2002) was
conducted with students from an elite university (Stanford), and was con-
cerned with: (a) the issue of why African-American students with strong aca-
demic skills nonetheless underperform in such settings (see Steele & Aronson,
1995), and (b) whether providing these students with an incremental theory
about their intelligence would prove beneficial.
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Although the incremental theory was predicted to prove beneficial to
White students as well, there was reason to believe that it could provide an ex-
tra boost to African-American students, who are often the object of negative
stereotypes concerning their intellectual abilities. There is a wealth of recent
research on stereotype threat showing the degree to which being the object of
a negative ability stereotype can undermine performance on intellectual tasks
(Aronson et al., 1999; Good & Aronson, 2001; Inzlicht & Ben-Zeev, 2000;
Quinn & Spencer, 2002; Spencer, Steele, & Quinn, 1999; Steele & Aronson,
1995). In this context, an entity theory might be especially pernicious. A neg-
ative stereotype is a belief about fixed lower ability, and the entity theory sim-
ply underscores the idea of fixed ability. In contrast, an incremental theory
may defuse the power of the stereotype by portraying intellectual skills as ac-
quirable over time. It can thus make any current judgment less important.
Moreover, the incremental theory, by giving students control over their intel-
lectual growth, may make them value, enjoy, and pursue their studies more.

In the Aronson et al. (2002) study, both African-American and White par-
ticipants were randomly assigned to one of three groups. The first group re-
ceived training in the incremental theory. They saw a highly compelling film
depicting the way in which the brain forms new connections and literally
changes every time you learn something new. To fortify this message, they also
participated in a pen-pal program in which they wrote a letter to a struggling
junior high school student. They were encouraged to emphasize in their letters
the idea that intelligence is expandable and increases with mental work. At the
end of the semester, the researchers assessed participants’ enjoyment of aca-
demics, their valuing of academics, and their grade point averages.

There were two control groups. One received no treatment, but the other
was given a belief about intelligence that was expected to provide some bene-
fit. They were taught the idea that there are many forms of ability that one
can have. Thus, they were told, students should not worry if in their studies
they find that they lack one kind of ability; they may still have other impor-
tant ones. This group also participated in the pen-pal program and wrote a
letter that emphasized the theory they had learned.

The two control groups did not differ and the group receiving the incre-
mental intervention looked significantly better than both. Those who had re-
ceived training in the incremental theory reported greater enjoyment of their
academic work (e.g., studying, test-taking) and greater valuing of academics
in general. In addition, this group showed a clear gain in grade point average
over the other groups. The gains were largest for the African-American stu-
dents, but they were also apparent for the White students.

In the second study, Aronson and Good (2002) designed an in-depth inter-
vention to investigate whether teaching junior high students about the mal-
leability of intelligence could be used to reduce their vulnerability to stereo-
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type threat and increase their standardized test performance. Specifically,
seventh-grade students from a low-income, predominantly Hispanic school
enrolled in a year-long computer skills class as part of their junior high curric-
ulum and were mentored by college students who taught them study skills,
helped them design a web page, and also delivered the intervention message.
The mentoring occurred primarily via e-mail throughout the year but also in-
cluded two in-person visits.

For the students in the experimental group, the mentors conveyed that in-
telligence is expandable, and helped each student design a web page that ad-
vocated this view. This message was fortified throughout the year in the e-
mail correspondence between the mentor and the student and via a web space
that the student could surf to learn more about the intervention message. The
control group received a different constructive message (an anti-drug mes-
sage) and performed similar activities vis-a-vis this message.

At the year’s end, the two groups’ math and reading performance on a
state-wide standardized achievement test was compared. Results indicated
that the students in the incremental group received higher standardized test
scores in both math and reading than students in the control group. Although
the incremental manipulation helped all students, it was particularly benefi-
cial to females in math. In the incremental condition, the gender gap in math,
evident in the control group, disappeared. Thus, these two studies provide
good evidence that interventions directed at students’ key motivation-
relevant beliefs can pay off by boosting intellectual performance.

In the third study, Blackwell et al. (2003) designed an intervention for at-
risk minority students coping with the difficult transition to junior high
school. Both the experimental group and the control group received an eight-
session intervention, replete with excellent information, including a unit on
the brain and how it works, study skill training, and a unit on how people
limit themselves by applying trait labels or stereotypes to themselves. How-
ever, for two of the units, the experimental groups received training in the in-
cremental theory (while the control group received information about mne-
monic devices that could help them in their schoolwork.) In the incremental
theory units, students read and discussed an article that, as in the Aronson et
al. (2002) intervention, depicted how the brain grows and changes with use
and conveyed the idea that they were in charge of their intellectual growth.
They also performed a variety of activities that explored this concept and its
ramifications.

At the end of the semester, math teachers (who did not know which group
any given student was in) were polled to determine whether they noticed any
motivational changes in their students. They singled out significantly more of
the students in the incremental group for comment, offering comments like
the following about students in the incremental group:



2. MOTIVATION AND COGNITION 51

Lately I have noticed that some students have a greater appreciation for im-
provement in academic performance . . . R. was performing below standards. . .
He has learned to appreciate the improvement from his grades of 52, 46, and 49
to his grades of 67 and 71 . . . He valued his growth in learning Mathematics.

L., who never puts in any extra effort and often doesn’t turn in homework on
time, actually stayed up late working for hours to finish an assignment early so
I could review it and give him a chance to revise it. He earned a B+ on the as-
signment (he had been getting C’s and lower).

M. was [performing] far below grade level. During the past several weeks, she
has voluntarily asked for extra help from me during her lunch period in order to
improve her test-taking performance. Her grades drastically improved from
failing to an 84 on the most-recent exam.

Students’ final grades in math, however, were the major dependent vari-
able. Math was chosen because it would provide the most rigorous test of the
hypothesis. For example, the grading is less subjective than in other subjects
and deficits in math are difficult to rectify. Nonetheless, although students in
the experimental and control groups had earned identical grades the previous
semester, in the semester of the intervention, the incremental group earned
significantly higher grades than their peers in the control group.

In summary, these studies dramatically demonstrate that a motivational
analysis has exciting implications for education and indeed for any endeavor
involving skilled performance. Moreover, the studies suggest that cognitive
interventions alone may often not be appropriate or sufficient. For instance,
the Stanford students in the Aronson et al. (2002) study were not lacking in
cognitive expertise. In addition, in the Aronson and Good (2002) study and
the Blackwell et al. (2003) study, the students in the control group were
taught study skills and memory strategies, to little avail. Instead, in all three
cases, it appeared that a motivational intervention was needed to spur the ef-
fective use of the existing cognitive skills.

MOTIVATIONAL EFFECTS ON VULNERABILITY
TO STEREOTYPE THREAT

The underperformance of stereotyped individuals on an intellectual task has
often been attributed to a lack of motivation. For example, often times fe-
males’ poorer performance in math compared to males’ has been blamed on
their lower interest in and motivation to excel in math. However, recent re-
search on stereotype threat has argued that the burden of having to perform
under the specter of a negative stereotype can undermine performance on a
challenging task. Ironically, it is often those who care most and are most mo-
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tivated to excel who are the most vulnerable to the impact of negative stereo-
types. The studies we have described, however, demonstrate that changing
negatively stereotyped students’ motivational frameworks can alleviate their
vulnerability to negative stereotypes and thus, increase their grade point av-
erages (GPAs) and standardized test scores.

How is stereotype threat related to theories of intelligence? Aronson and
his colleagues have argued that individuals targeted by ability-impugning
stereotypes may adopt the same motivational mindset as entity theorists
when faced with a challenging academic task in which they are negatively
stereotyped. That is, stereotyped individuals may adopt performance goals in
an effort to disprove the stereotype about their group. Consistent with this
reasoning, past research has shown that stereotype threat elicits many of the
hallmark responses of entity theorists. For example, stereotype-threatened
individuals tend to choose tasks that ensure success (Good & Aronson,
2001), experience more performance pressure and anxiety (Blascovich, Spen-
cer, Steele, & Quinn, 2001; Steele & Aronson, 1995), and underperform in the
face of challenge (Aronson et al., 1999; Good & Aronson, 2001; Inzlicht &
Ben-Zeev, 2000; Quinn & Spencer, 2002; Spencer et al., 1999; Steele &
Aronson, 1995).

The performance goal mindset that stereotype threat elicits disrupts per-
formance, perhaps because of its effects on attention and cognition. For ex-
ample, Steele and Aronson (1995) found that African-American students un-
der stereotype threat conditions had more race-related thoughts than did
African Americans under no-threat conditions. These intrusive thoughts may
have directed attention away from the task at hand, resulting in decreased
performance. Furthermore, stereotype threat may interfere with cognitive
abilities in much the same way that an entity theory does. In a study by Quinn
and Spencer (2002), men and women completed a math test under stereotype
threat and no-threat conditions and their problem solving strategies were
coded. The results showed that under stereotype threat, women not only per-
formed worse than men on the math test, but also suffered from an inability
to formulate useful problem solving strategies. In contrast, the women in the
no-threat condition performed as well as the men and did not differ in their
problem solving strategies. Quinn and Spencer (2002) argued that women un-
der threat conditions may have tried to suppress the stereotype-related
thoughts that stereotype threat elicits, thereby experiencing an increase in
cognitive load. Furthermore, the increased cognitive load decreased cognitive
resources available to generate useful problem solving strategies, thus result-
ing in decreased performance.

The abundance of research on stereotype threat clearly illustrates its dele-
terious effects on performance. As Aronson et al. (2002) argued, these effects
may be due to the entity theory motivational mindset that the stereotype elic-
its, complete with all the hallmark responses of holding an entity theory: mis-
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directed attention, disrupted cognitive resources, and decreased perform-
ance. However, encouraging stereotyped individuals to view intelligence as
malleable and to adopt learning goals rather than performance goals, may
begin to reduce the race and gender gaps in school achievement and stan-
dardized test performance.

CONCLUSION

In this chapter, we have demonstrated the important effects that motivation
can have on attentional and cognitive processes, on the effective use of cogni-
tive strategies, and on intellectual performance, both on laboratory tasks and
in educational environments. These effects are apparent even across students
with equivalent cognitive skills. The findings we have presented, like many of
the findings now emerging from cognitive neuroscience (Ochsner & Lie-
berman, 2001), speak to the ways in which motivation, emotion, and cogni-
tion work together to produce intellectual performance and to the idea that
studying cognition in isolation from its sister processes cannot yield a full or
valid picture of the workings of the mind.
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With the exception of the plethora of research on test anxiety (Hill &
Wigfield, 1984), the link between affect and cognitive processing in academic
contexts has been largely ignored (Pekrun, Goetz, Titz, & Perry, 2002). Thus,
although there are recent theoretical advances in our understanding of the re-
lation between affect and cognitive processing generally (e.g., Forgas, 2000c¢),
we know very little about how affect influences cognitive processing for spe-
cific academic tasks. Therefore, in this chapter, we apply current social psy-
chological theories linking affect and cognition to the academic context. We
begin by providing an overview of general theories linking affect to cognitive
processing. We then review the limited research linking affect and cognitive
processing in academic contexts, focusing in particular on our work in the ar-
eas of conceptual change in science understanding as well as learning mathe-
matics, and apply the more general theories to academic contexts using the
empirical research as a guide for our suggestions about directions for future
research.

TOWARD A MODEL OF AFFECT
AND COGNITIVE PROCESSING

There are many separate models of affect and cognition, but few models that
attempt to integrate affect and cognition. Any attempt to link affect to moti-
vation or cognition requires that the constructs be clearly defined. Affect it-
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self has varied and broad definitions. While there is not universal agreement
among affect researchers regarding the way in which affect is defined, it is
necessary to provide a working definition for any analysis regarding the links
between affect and cognitive processing. Accordingly, in this chapter we fol-
low Rosenberg’s (1998) definition of affect in which affect is defined in terms
of affective traits and states. This definition is somewhat narrow in that it
does not include general preferences or sentiments and thus leaves out moti-
vational aspects of affect such as interest.

Affective traits refer to stable ways or predispositions to emotional re-
sponding (Rosenberg, 1998). However, in this chapter we focus on affective
states, namely on moods and emotions, as this is more closely linked to re-
search from social psychology on affect and cognitive processing (e.g., Bless,
2000; Forgas, 2000b) and recent work on academic emotions and cognitive
processing (Pekrun et al., 2002). Moods and emotions are distinct in terms of
intensity and duration (Rosenberg, 1998; Schwarz, 1990; Schwarz & Clore,
1996). Moods tend to be longer lasting than emotions, which are character-
ized by short, intense episodes. However, while emotions tend to be intense or
rather short-lived, they may also fade into general mood states over time. In
addition to intensity and duration, Schwarz and Clore (1996) also note that
mood states do not have a particular referent; the source of the mood is un-
clear. In contrast, emotions tend to be a reaction or response to a particular
event or person. This distinction between moods and emotions is not used by
all (for alternative perspectives, see Batson, Shaw, & Oleson, 1992; Morris,
1992); however, for the purpose of this discussion, we define moods as longer
lasting general affective states without a particular referent and emotions as
short, intense affective episodes with a specific referent.

Typically, research on affect and cognitive processing fails to consider the
arousal or activation dimension of affect and instead focuses almost exclu-
sively on the valence dimension, positive versus negative (Revelle & Loftus,
1990). This is due, at least in part, to the focus of social psychological re-
search on the relations between moods and cognitive processing. Since
moods are typically less intense, they usually do not differ in terms of arousal
whereas emotions often tend to vary in terms of arousal. However, it is im-
portant to note that a number of researchers and theorists (e.g., Cacioppo,
Gardner, & Berntson, 1999; Russell & Feldman Barrett, 1999; Tellegen, Wat-
son, & Clark, 1999; Thayer, 1986; Watson, Wiese, Vaidya, & Tellegen, 1999),
who focus on the nature or structure of affect, have developed models distin-
guishing between valence and arousal-activation.

Although the proposed models differ somewhat, they share the same basic
dimensions including high-low engagement, pleasantness—unpleasantness,
high—low positive affect, and high-low negative affect. The latter dimensions
reflect a mixture of arousal (or engagement) with valence (pleasant—unpleas-
ant). In this way, engagement and pleasantness may be distinct but they may
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also be related such that arousal (high engagement, neutral pleasantness) dif-
fers from enthusiasm (high engagement, high pleasantness), which differs
from contentment (high pleasantness, neutral engagement). While we ac-
knowledge that these distinctions among valence and arousal are important,
especially in terms of emotions, this distinction is not made by the prominent
social psychological theories we review and attempt to apply in this chapter.
Therefore, we focus primarily on the valence component of affect and refer to
this as positive and negative affect rather than pleasantness/unpleasantness,
as this more closely mirrors the terminology used by social psychological the-
ories examining affect and cognitive processing. However, we do note when
differences in arousal may alter the cognitive processing and consider this to
be an important direction for future research.

In terms of cognitive processing, we adopt a general cognitive perspective
that highlights the importance of prior knowledge and the processing and un-
derstanding of new information and knowledge. This perspective is compati-
ble with social cognitive models of affect and cognition (see Forgas, 2000c) as
well as more general cognitive psychological models of memory, learning,
thinking, and problem solving (Miyake & Shah, 1999; Sternberg, 1985).
These models stress the role of working memory and executive functioning
processes as individuals attend, comprehend, and act upon different informa-
tion and knowledge available to them. In addition, our perspective on cogni-
tion highlights the role of various cognitive or metacognitive strategies that
individuals might use to regulate their comprehension and learning as they
engage in various academic tasks (Pintrich, 2000). This emphasis on cognitive
processes is compatible with our general functional and process view of emo-
tions and moods, which makes integration easier.

PREDICTING COGNITIVE PROCESSING AS A
RESULT OF AFFECT: THEORETICAL APPROACHES

In recent years, research in social and cognitive psychology has focused on
how cognitive processing influences affect as well as how affect influences
cognitive processing (for reviews, see Dalgleish & Power, 1999; Forgas,
2000b). Based on this research, two different types of theories regarding af-
fect and cognitive processing have emerged. First, appraisal theories (e.g.,
Boekaerts, 1993; Scherer, 1999; Smith & Lazarus, 1990) consider how cogni-
tive appraisals of one’s situation influence the emotions experienced. That is,
the focus is on how cognition influences affect. Given our emphasis on the
role of affect as a precursor to cognition, we do not discuss appraisal theories
in this chapter.

A second line of research focuses on how affect influences cognition,
which is more compatible with the focus of our chapter. Within this second
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line of research, there are two major approaches. The first examines how af-
fect influences the storage and retrieval of information from long-term
memory (e.g., Bower, 1981; Forgas, 2000a). The second area focuses more
specifically on how affect influences the way in which information is proc-
essed and the way in which one approaches a particular situation. For in-
stance Ellis and Ashbrook (1988), Schwarz (1990), and more recently Bless
(2000) and Fiedler (2000) proposed theories suggesting that people in a pos-
itive versus negative mood may process information either analytically or
heuristically based on their mood. In addition, Fredrickson (1998) exam-
ined the role of positive emotions and suggested that positive emotions help
to broaden and build one’s resources. Given the complexity and breadth of
this research on affect and cognitive processing, we focus on how affect in-
fluences the way in which information is stored and processed, as we feel
this has the most profound implications for how affect influences learning
and achievement in academic settings (see Boekaerts, 1993; Pekrun, 1992;
Pekrun et al., 2002, for a general review of the influence of affect on learning
in academic settings).

Affect and Storage—Retrieval
From Long-Term Memory

Research relating long-term memory and affect has been seminal in incorpo-
rating affect into cognitive processing (Forgas, 2000b). The original research
in this area conducted by Bower investigated how mood influenced both the
encoding and retrieval of information from long-term memory. More specifi-
cally, Bower (1981) proposed an associative network theory suggesting that
mood was associated with information stored in long-term memory. Accord-
ingly, one would expect that a person’s current mood helps to activate infor-
mation that is congruent with this mood, thus making that information more
accessible (mood congruency effect). For instance, if a person is in a positive
mood, he is more likely to retrieve positively valenced information. In addi-
tion to mood congruency effects, Bower also proposed that a match between
mood during encoding and retrieval (state-dependent hypothesis) would fa-
cilitate recall. Bower’s associative network theory was tested in a variety of
studies, many of which did not consistently find results in line with the asso-
ciative network theory (Bower & Mayer, 1991; Forgas, 2000a).

In an attempt to reconcile the disparate findings regarding the relation of
mood to the retrieval of information from long-term memory, Forgas (1995,
2000a) proposed the affect infusion model (AIM). According to this model,
mood is only infused into a person’s thinking under situations where elabora-
tion and construction of knowledge is required. That is, one only recalls
mood congruent information from long-term memory when open, construc-
tive processes are required; thus the recall of mood congruent information
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will only affect social judgments (and presumably other types of cognition)
under specified conditions. More specifically, the influence of mood on the
content of one’s thoughts varies based on the types of cognitive processing
used. Two types of processes, direct access and motivated processing, do not
result in mood congruent effects, while two other types of processing, heuris-
tic and substantive processing, do.

Forgas (1995) proposed that neither direct nor motivated processing al-
lows for the infusion of mood into thinking because neither type of process-
ing requires open, constructive processing. That is, with direct processing, in-
formation is quickly recalled from long-term memory. This does not call for
any construction of knowledge; therefore, there is no opportunity for mood
to infuse thinking. With motivated processing, there are predetermined
search patterns associated with motivational objectives, which again do not
provide an opportunity for mood to infiltrate thinking. Motivated processing
here refers to specific situations where there is pressure for a particular judg-
ment to occur; this does not necessarily refer to instances where one has a
particular goal (e.g., a goal to learn and understand).

In contrast, both heuristic processing and substantive processing are
open and constructive, thus allowing mood to influence the content of judg-
ments and thinking (Forgas, 1995). Forgas (2000a) described heuristic
processing as involving minimal effort. This type of processing is used for
simple or typical tasks of little relevance to the person. For heuristic pro-
cessing, Forgas proposed that mood would infuse thinking because people
would mistake their current mood as an evaluative reaction to the situation.
This is in line with Schwarz and Clore’s (1996) idea that affect serves as in-
formation about one’s surroundings.

Substantive processing occurs when people are faced with novel tasks re-
quiring them to learn new information or link prior knowledge to new in-
formation (Forgas, 2000a). The constructive nature of substantive process-
ing allows one’s current mood to infuse the thought process. That is, with
the building and constructing of new information, a person is more likely to
draw on cues from the environment including mood. Mood should also ac-
tivate information in long-term memory, making the mood-related infor-
mation more accessible in the constructive meaning making of the situation.
These effects are more pronounced when extensive processing is required by
the task or situation.

In addition to changing the content of thinking, AIM also suggests that af-
fect can influence how one thinks (use of heuristic, top-down strategies versus
attention to detail and the situation). These differences in how information is
processed are consistent with the theories of both Bless (2000) and Fiedler
(2000), which are discussed in the following section; therefore, details regard-
ing the infusion of affect into how one thinks or approaches a situation will
not be discussed in relation to the AIM model.
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Affect and Processing of Information

A number of theories have been proposed relating moods to differences in
how information is attended to and processed. Two predominant theories
that serve as the basis for many current conceptions are the resource alloca-
tion model (Ellis & Ashbrook, 1988), which makes hypotheses regarding dif-
fering cognitive capacities based on affect, and the affect-as-information
model (Schwarz, 1990), which makes hypotheses regarding motivational rea-
sons for the differential effects of mood on cognitive processing.

The resource allocation model focuses on differences in cognitive capacity
based on affect. This theory was initially developed to consider the effect of
depressed mood on cognitive processing (Ellis & Ashbrook, 1988); however,
the results have been replicated for both positive and negative moods (Ellis,
Seibert, & Varner, 1995). The theory suggests that cognitive capacity is lim-
ited when one is in a depressed or happy mood state. In essence, being in a
positive or negative mood results in task-irrelevant processing that clutters
working memory, making it more difficult to attend to the current task.
Thus, according to the resource allocation model, both positive and negative
moods result in increased task-irrelevant thoughts, which in turn overload
working memory functioning. The detrimental effects of mood on cognitive
processing are expected for complex tasks that require high levels of cognitive
processing; simple tasks that do not require extensive use of working memory
should not be affected by one’s current mood state. While the resource allo-
cation model does not consider arousal in addition to valence, the suggestion
that affect is only detrimental for tasks that require high levels of cognitive
processing is consistent with Revelle and Loftus’ (1990) argument that
arousal facilitates working memory functioning for low-load tasks and hin-
ders processing for high-load tasks. Therefore, we might expect that it is im-
portant to consider both arousal and valence in examining the way in which
affect relates to cognitive processing.

More recent research regarding the relation of affect and cognitive proc-
essing has challenged the resource allocation model, particularly the idea that
positive affect is detrimental to cognitive processing (e.g., Bless et al., 1996).
That is, Bless et al. (1996) found that people in a positive mood used more
heuristic processing and, as a result, actually performed better on a secondary
task. This suggests that positive moods may actually be adaptive in terms of
working memory functioning rather than maladaptive as is suggested by the
resource allocation model. Bless et al. (1996) did not consider arousal, so it is
not clear whether Revelle and Loftus’ (1990) ideas regarding arousal are also
brought into question.

A second prominent theory regarding the effect of mood on cognitive
processing is Schwarz’s (1990) affect-as-information theory. According to
this theory, a negative mood state signals that there is a problem that needs
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to be addressed, which in turn leads to a focus on details (Schwarz, 1990;
Schwarz & Clore, 1996). In contrast, a positive mood indicates that every-
thing is fine resulting in heuristic processing of information. In other words,
when a person is in a negative mood, he is more motivated to respond to the
situation and is more likely to pay attention to the details in the situation
whereas when a person is in a positive mood, he is less motivated to attend
to the situation and will therefore use less effortful strategies such as general
knowledge structures or schemas to interpret and react to the situation.
This reliance on general knowledge structures under a positive mood is a re-
sult of an evolutionary bias suggesting that effort is not needed under a pos-
itive mood. Similar to the resource allocation model, the affect-as-in-
formation theory is not able to account for recent empirical findings (e.g.,
Bless et al., 1996).

More recently, researchers studying affect and cognition have sought to
develop integrated models that account for the rather inconsistent results
(Forgas, 2000b). In particular, two theories regarding the role of moods in
cognitive processing present a more nuanced view, which can account for the
diverse set of findings in the literature: Bless’ (2000) mood-and-general-
knowledge theory and Fiedler’s (2000) dual-force model. As with the older
theories in this field, both of these theories focus on the processing of infor-
mation during a short, clearly defined situation. Furthermore, they focus ex-
clusively on valence and do not consider the effect of arousal or the interac-
tive affects of arousal and valence.

Bless (2000) developed his mood-and-general-knowledge theory based on
the affect-as-information model and the failure of this model to fully explain
empirical findings. The basic relation of moods to cognitive processing is the
same as the affect-as-information model. Positive moods are associated with
heuristic, top-down processing while negative moods are associated with
more systematic, situation-specific processing. A major difference between
these theories, however, is that Bless’ theory does not assume, as does the af-
fect-as-information theory, that people in a negative mood are motivated
(and thus use adaptive processing) and those in a positive mood are unmoti-
vated (and thus use maladaptive processing). Rather, Bless (2000) suggested
that a positive mood signals that it is acceptable to rely on general knowledge
structures because these structures are usually useful in benign situations. In
contrast, a negative mood suggests that there is a problem and problems usu-
ally differ from the norm; thus, a negative mood indicates that one should fo-
cus on the specific situation and not rely on general knowledge structures. As
this reliance on general knowledge structures under a positive mood is not
due to lack of motivation, the individual is likely to use those saved resources
for processing other aspects of the situation. Bless (2000) also suggested that
although a happy mood leads to reliance on general knowledge structures
such as scripts, when a person detects that information is not consistent with
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the script, she will focus on the inconsistent information. That is, the mood-
and-general-knowledge theory suggests that students working on a task in a
positive mood will use general knowledge structures when they are adaptive,
but that they can be flexible in their thinking and focus on the details of the
situation when necessary.

Another theory, which makes similar predictions regarding the potential
benefits of positive mood, is Fiedler’s (2000) dual-process model. Fiedler
based this model on Piaget’s notions of accommodation or assimilation; with
accommodation processes focusing more attention on the external environ-
ment and information available there and assimilation giving priority to the
use of internal knowledge structures to understand new information. In
terms of the dual-process model, accommodation is associated with negative
moods and a general aversive or avoidance set while assimilation is associ-
ated with positive moods and a more appetitive or approach set. The basis for
this distinction parallels the original affect-as-information model (Schwarz,
1990) as well as a revised mood-and-general-knowledge account (Bless,
2000), in that accommodation is associated with a focus on the specific details
of the current structure (i.e., stimulus driven) while assimilation is associated
with general knowledge structures (i.e., knowledge driven).

Fiedler (2000) suggested that every cognitive process can be described as in-
volving accommodation, assimilation, or both. With accommodation, the fo-
cus is on the stimulus input from the environment. In this case, it is more im-
portant to attend to the external stimulus information in order to adapt
appropriately. Negative moods signal that adaptation or regulation is not pro-
gressing appropriately and that there may be a need to attend to the environ-
mental stimulus or external information more carefully in order to adapt ap-
propriately. In other words, the internal knowledge structures may not be
sufficient to guide adaptation and that some change is needed based on exter-
nal information. Assimilation, on the other hand, focuses on applying internal
prior knowledge structures to the world. In this sense, the individual moves be-
yond the stimulus provided by the environment by applying prior knowledge
and actively generating new ideas based on the prior knowledge. In this case, a
positive mood signals that adaptation is proceeding smoothly and that internal
knowledge is appropriate for generating action. In order to understand how
positive versus negative moods might impact performance on a particular task,
it is important to understand whether accommodation or assimilation pro-
cesses are needed to complete the task. A negative mood should be beneficial
for tasks requiring more accommodation processes while a positive mood
should be beneficial for tasks requiring more assimilation processes.

Within the field of social psychology, there has been a large emphasis on
the role of negative affect in cognitive processing. And, while current theories
consider the role of both positive and negative affect on cognitive processing,
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many of these were originally designed to account for the effects of depressed
mood on cognitive processing (e.g., Ellis & Ashbrook, 1988). Other social
psychologists have focused more exclusively on the role of positive affect and
cognitive functioning. For instance, Isen (Isen, 1984; Isen, Daubman, &
Nowicki, 1987) conducted a number of studies examining how positive mood
influences problem solving and cognitive processing. More recently, Fred-
rickson (1998, 2001) proposed the broaden-and-build model of positive emo-
tions in which positive emotions are associated with a broadening of both
thought and action. Accordingly, we briefly describe the broaden-and-build
model of positive emotions and consider links among this recent conception
of positive emotions, Isen’s work on positive affect, and current models link-
ing affect more generally to cognitive processing.

Fredrickson’s (1998, 2001) broaden-and-build model was designed to ac-
count for positive emotions. In particular, she argued that positive emotions
are associated with the broadening of possible thought-action repertoires.
That is, positive emotions should be associated with the pursuit of novel, cre-
ative, unscripted thoughts and actions. For instance, joy is associated with
the urge to play and explore. Play and exploration are associated with a
broad variety of action tendencies and therefore are associated with the
broadening of possible thought-action tendencies. Furthermore, Fredrickson
argued that play helps to build cognitive, physical, and social skills. Thus,
joy, as well as other positive emotions such as interest, love, and content-
ment, broadens one’s thought-action repertoire and builds cognitive, physi-
cal, and social resources. In line with Fredrickson’s predictions, Pekrun et al.
(2002) found that positive academic emotions such as enjoyment and hope
are associated with more effort, deeper cognitive engagement, more self-
regulated learning, and less irrelevant thinking in academic settings.

Fredrickson’s (1998, 2001) model in which positive emotions serve to
broaden one’s thoughts is also consistent with Bless’ (2000) notion that a per-
son in a positive mood relies on general knowledge structures. The broaden-
and-build model also parallels Fiedler’s (2000) suggestion that positive mood
and assimilation processes can lead to active generation of new ideas. Finally,
the broaden-and-build model of positive emotions ties in nicely with Isen’s
(e.g., Isen et al., 1987) work linking positive moods to more creative problem
solving. That is, if a person experiences a positive emotion such as joy, which
is linked to exploration and play, it seems probable that a person experienc-
ing joy would also be more likely to generate novel solutions to various situa-
tions, thus enhancing creative problem solving. Recently, Isen and her col-
leagues (Ashby, Isen, & Turken, 1999) suggested that positive affect is
associated with increased dopamine levels and that the differences in cogni-
tive processing associated with positive affect may be a result of the increased
dopamine. Thus, there may also be some biological basis for the links be-
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tween affect, particularly positive affect, and cognitive processing. Further-
more, Ashby et al. (1999) suggested that the relation of negative affect to cog-
nitive processing does not involve the same underlying biological basis. This
adds further support for the differentiation in the way in which positive ver-
sus negative affect relates to cognitive processing, as suggested by the recent
revisions to the theories reviewed here.

IMPLICATIONS FOR ACADEMIC CONTEXTS

Thus far we have discussed theoretical models linking affect and cognitive
processing. These models, however, were primarily developed using typical
cognitive and social psychology experimental tasks and may not be readily
applicable to academic contexts. For instance, in his development of the
mood-and-general-knowledge theory, Bless (2000) drew from studies con-
ducted in a variety of paradigms including mood and stereotyping (e.g.,
Bodenhausen, Kramer, & Susser, 1994), mood and dual processing (e.g.,
Bless et al., 1996), and mood and heuristic processing (e.g., Mackie & Worth,
1989). These tasks do not closely resemble academic tasks.

For instance, in one experimental study, Bodenhausen et al. (1994) in-
duced college students into positive and neutral moods and examined how
mood influenced their social judgments. More specifically, participants were
asked to read a paragraph-long case (involving either a student assault in a
dorm room or cheating incident) and make a judgment about the guilt or in-
nocence of the perpetrator (who was portrayed as either representing a ster-
eotyped group or a neutral group). Another experimental study conducted by
Bless et al. (1996) examined the effect of mood on heuristic dual processing.
In this study, participants completed two tasks simultaneously. For one task,
they were given a worksheet with several rows of the letters “d” and “p” with
different numbers of dashes. They were instructed to circle the d every time it
appeared with two dashes. They completed this task while also listening to a
tape-recorded story about a common occurrence (e.g., a call from a public
telephone booth) that had typical and atypical features. After a break, they
were tested on their recall of the features of the story. Similarly, Mackie and
Worth (1989) examined the effect of mood on heuristic processing using a
persuasion paradigm. Participants were induced into a positive or neutral
mood and were exposed to a persuasive speech (24 lines long) with either a
strong or weak argument about governmental controls to limit acid rain.
They were either given 65 seconds to read the speech or given unlimited time
to read the speech and then asked to complete a questionnaire assessing their
attitudes about acid rain and recall as much information as they could about
the speech. Although students do read texts and are asked to recall them,
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most of these tasks differ in a number of ways from the types of tasks used in
academic contexts.

The other theories reviewed here also tend to rely on tasks that are fairly
far removed from typical academic contexts. For instance, in addition to the
emphasis on social psychological paradigms, Bower (1981), Ellis and Ash-
brook (1988), Fiedler (2000), and Forgas (2000a) all relied, at least in part, on
research involving the recall of word lists under different experimentally in-
duced mood conditions. These examples of the types of tasks and the con-
texts for the experiments suggest that there may be some difficulty in apply-
ing the research conducted in social psychology settings to students’ learning
in school. First, most of the studies were conducted in laboratories and may
not necessarily translate to unstructured classroom contexts. Second, most of
the studies were conducted with college students and may not account for de-
velopmental differences. Third, and most importantly, the tasks are fairly dif-
ferent from the tasks that students are typically asked to complete in aca-
demic settings. For instance, while students may be asked to read persuasive
arguments or to recall a story or even to recall word lists in some classrooms,
the school tasks are typically much longer in duration than the social psy-
chology tasks. In addition the learning, instruction, and assessment sessions
often occur over the course of several weeks rather than the typical 30-60
minute psychology experiment session. Finally, the academic tasks are often
focused on content domains where students will have at least some familiarity
with and some relevant prior content knowledge.

Unfortunately, few educational psychologists have attempted to apply
these affect and cognitive processing theories based on the social psychologi-
cal research to typical classrooms. Aside from test anxiety, the relationship
between affect (moods and emotions) and cognitive processing for academic
tasks has been largely neglected (Pekrun et al., 2002). Accordingly, in our at-
tempt to suggest implications for classroom learning, we focus on some pre-
liminary work conducted in our laboratory regarding the relation between af-
fect and cognitive processing on two types of tasks: (a) conceptual change in
science understanding and (b) mathematics. For each type of task, we then
review relevant research linking affect and cognitive processing in these two
domains. Finally, we analyze this research based on the social psychological
models discussed previously.

In describing our work, we focus on affect more generally and do not dif-
ferentiate between moods and emotions. This decision was made because the
measures were taken to assess affect during the task, suggesting that emo-
tions were measured rather than mood because there was a specific referent;
however, our measures assessed general valence (positive/negative) and not
specific emotions making it difficult for us to talk about these in terms of spe-
cific emotions. In terms of arousal, some of our measures assessed both low
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and high arousal in the same measure (e.g., the conceptual change studies and
graphing study). These measures do not allow us to distinguish between acti-
vation and valence. In another study, we included separate measures for va-
lence and arousal allowing us to consider whether arousal is an important
predictor of cognitive processing. However, in interpreting these later results,
it is important to keep in mind the theories reviewed do not adequately ac-
count for arousal differences.

Affect and Conceptual Change in Science Understanding

Conceptual change in science is a specific and narrow aspect of science learn-
ing. Nevertheless, consideration of the role of affect for conceptual change in
science understanding may be useful in applying the theories discussed previ-
ously to a specific academic context. That is, considering how affect relates to
conceptual change in science understanding can help us to understand and
evaluate the usefulness of the theories in understanding the role of affect for
cognitive processing in academic contexts.

In our laboratory, we have conducted a number of studies linking motiva-
tion to conceptual change in college students’ understanding of projectile mo-
tion. As part of this work, two studies (Linnenbrink & Pintrich, 2002b) investi-
gated the relation between affect and students’ learning as a result of reading a
passage on Newtonian physics designed to alter their prior misconceptions
about projectile notion. In particular, we asked students to report on their af-
fect while reading the passage and then examined the relation of this affect to
their change in understanding of projectile motion (as indexed by a pre and
post assessment) and the types of strategies that they used while reading the
passage. The affective measures distinguished between positive and negative
valence but included both high and low activation items on each scale.

In terms of conceptual change, there was a significant positive correlation
between positive affect and performance on the post-test exam (r = .22, p <
.05) for study 1; however, further regression analyses with pre-test exam in-
cluded as a control revealed that positive affect was not significantly related
to post-test exam performance (f = .06, p > .05). Furthermore, for study 2,
the correlation between positive affect and post-test exam was not significant
(r=".11, p > .05), nor was there a significant relation once pre-test exam was
included as a control (B = .04, p > .05). This suggests that while positive affect
may be associated with enhanced achievement on the post-test, it is not
linked with increased conceptual change. That is, feeling positively while
reading the physics passage was not associated with a significant change in
understanding of Newtonian physics.

We also examined how positive affect related to adaptive strategy use in
order to gain a broader picture regarding the links between positive affect
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and cognitive processing (Linnenbrink & Pintrich, 2002b). For elaborative
strategy use, there was a significant positive relation for study 1 (r = .20, p <
.05); however, the correlation was not significant for study 2 (r = .16, p > .05).
Similarly, metacognitive strategy use was not significantly related to positive
affect in study 1 (r = .13, p > .05) but there was a significant positive relation
for study 2 (r = .33, p < .001). Thus, the findings linking positive affect to
strategy use were somewhat small and inconsistent between the two studies.

For negative affect, we found that students with negative affect consis-
tently scored worse on the post-test measure of physics understanding (study
I: r=-21, p <.05; study 2: r = —.36, p < .001, Linnenbrink & Pintrich,
2002b). However, it was not clear whether negative affect was related to con-
ceptual change. In particular, additional regression analyses designed to ex-
amine the change in understanding of Newtonian physics (pre-test score in-
cluded as a control) showed no significant relation between negative affect
and the post-test measure of physics understanding for study 1 (§ =—.05, p >
.05) but did show a significant negative relation for study 2 (f = —.34, p <
.001). Thus, while the findings suggest that negative affect may be detrimen-
tal for conceptual change in physics, further investigation is needed to clarify
these findings. In terms of strategy use, negative affect was unrelated to
metacognitive (study 1: r =—-.03, p > .05; study 2: r = —-.06, p > .05) and elabo-
rative strategy use (study 1: r =—.10, p > .05; study 2: r = —.10, p > .05). Thus,
while negative affect did not seem to change the types of strategies that stu-
dents used, it was associated with poorer performance on the post-test meas-
ure of understanding projectile motion and seemed to be associated with
lower levels of conceptual change.

We are unaware of other empirical research linking affect to conceptual
change in science understanding. Therefore, we focus on the interpretation of
the results from our laboratory. Overall, we found that positive affect was un-
related to conceptual change but was at least moderately associated with
adaptive strategy use and processing. Furthermore, negative affect was either
unrelated or hindered conceptual change but did not seem to alter students’
strategy use.

However, before we interpret our findings based on the theoretical mod-
els, it is important to keep a few limitations in mind. First, our measure of af-
fect was not clearly a measure of moods or emotions. Therefore, we need to
use some caution in evaluating the efficacy of the psychological models based
on mood to our findings. Second, our reliance on self-report measures to as-
sess affect does not parallel much of the experimental work used to develop
these models in which mood was manipulated. It is possible that students
may not accurately report on their own affect or that their reports are altered
by their performance on the post-test exam such that students who felt they
did poorly may report that they had higher levels of negative affect during the
task when in fact the high levels of negative affect emerged as they completed
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the exam. The use of self-report measures is also problematic when linking af-
fect to strategy use in that some of the shared variance may be due to the
common methodology (self-report) rather than a relation between affect and
strategy use (Winne & Perry, 2000). Finally, similar to social psychology re-
search, our studies were conducted with college students for a relatively short
time period (approximately 30-45 minutes). However, unlike the social psy-
chology research, our work examines students’ learning of an important con-
cept taught in schools, that of Newtonian physics. Given the scarcity of re-
search linking affect to cognitive processing in academic domains, it seems
worthwhile to examine the findings in light of the different theoretical ap-
proaches despite the aforementioned limitations.

We begin by considering whether our findings are consistent with the
cognitive processing theories of affect and cognition and then consider how
the relation between affect and storage of information might play out in a
conceptual change context. The first cognitive processing theory we con-
sider is Bless’ (2000) mood-and-general-knowledge theory. Overall, the re-
sults are not entirely in line with what might be expected based on Bless’
model. Bless (2000) suggested that under a positive mood, a person would
use heuristic processing unless she detects a difference between the informa-
tion being taken in and her general schema. In this specific instance, the per-
son would then attend to the new information making it more likely that a
change in the general schema based on the new information would occur be-
cause the general schema is already activated and the person is attending to
the difference between the new information and the existing schema. This
activation of the prior schema coupled with attention to new information
should facilitate conceptual change. However, our empirical results do not
provide evidence to support this claim.

Nevertheless, there is some support for Bless” (2000) theory in terms of
cognitive strategy use and positive affect. Our results for elaborative strategy
use suggest that students with positive affect are broadening their perspec-
tive, which is also in line with Bless’ theory. In addition, the positive relation
between positive affect and metacognitive strategy use for study 2 supports
Bless’ idea that positive affect does not signal a lack of motivation, as was
suggested by earlier theories (e.g., affect-as-information). Rather, students
with positive affect seem to be willing to engage in effortful strategies; they re-
port actively planning, monitoring, and evaluating their understanding of the
reading and also report experiencing positive affect. The relation of positive
affect to strategy use but not conceptual change suggests that affect plays a
role in motivated processing. Positive affect may enhance students’ willing-
ness to persist and engage in a task, which may lead to the use of higher levels
strategies. It is unclear, however, why positive affect did not enhance concep-
tual change when it was associated with higher-level strategies, as one would
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expect that the use of higher-level cognitive strategies should enhance con-
ceptual change.

In terms of negative affect, Bless (2000) suggested that a negative mood fo-
cuses the person on the details of the situation and does not activate a general
schema making it unlikely that the new information would be related to prior
schemas. Thus, while a person in a negative mood may be more likely to
process the new information because they are focused on the details of the sit-
uation, it is not clear whether this would relate to conceptual change in that
prior knowledge structures are not activated and may therefore be less likely
to be altered based on the new information. Nevertheless, the empirical find-
ings from our laboratory suggest that negative affect may be detrimental for
conceptual change. Furthermore, we found that negative affect was not re-
lated to strategy use. This questions the assumption that a negative mood
leads to higher levels of processing. However, given the mixed nature of our
findings, these results must be replicated before drawing strong conclusions
regarding the relation of affect to conceptual change in science.

Our findings can also be interpreted using Fiedler’s (2000) model, which
stresses accommodation and assimilation processes and parallels the research
on these processes for conceptual change. Fiedler (2000) suggested that as-
similation, which is associated with positive affect, involves the application of
internal knowledge structures to the external environment. In this sense, a
person in a positive mood should use prior knowledge (including prior mis-
conceptions) to interpret new information, which may lead to the incorpora-
tion of new information into existing knowledge structures rather than the al-
tering of knowledge structures. In this sense, one would not expect positive
affect to be beneficial for conceptual change and it might be detrimental. This
interpretation is somewhat consistent with our finding that positive affect
was unrelated to conceptual change in physics understanding, although we
might have expected a negative relation.

In contrast, accommodation processes are associated with negative moods
and could lead to more conceptual change or revision of internal knowledge
structures. In fact, one of the key instructional strategies suggested for foster-
ing conceptual change in much of the conceptual change literature is the induc-
tion of cognitive dissonance, which generates at least some modicum of nega-
tive affect, as students are shown that their prior knowledge cannot help them
understand the phenomena. However, the two studies conducted in our labo-
ratory suggested that negative affect was either unrelated or negatively related
to conceptual change. This discrepancy between theory and empirical data
needs to be further considered in future research in order to better understand
the role that negative affect plays in the conceptual change process.

Finally, the results for positive affect can be interpreted based on the
broaden-and-build perspective (Fredrickson, 1998, 2001). If positive affect
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broadens a student’s perspective, the student should be more open to chang-
ing her understanding. That is, the positive emotions may signal that broad,
expansive processing is appropriate and thus make the student more open to
accepting new information. Indeed, the results suggest that students in a posi-
tive mood may have been more likely to elaborate on the information, sug-
gesting a broadening of one’s perspective. Nevertheless, we would have ex-
pected that positive affect would also lead to conceptual change based on
Fredrickson’s model and our results do not support this idea.

Overall, while the three theories presented here (broaden-and-build, mood-
and-general-knowledge structure, and dual-process model) differ somewhat in
terms of predictions regarding conceptual change, there are important similari-
ties to consider as well. For instance, all three theories suggest that positive af-
fect leads to more expansive, broader thinking. However, they differ somewhat
in terms of the simultaneous activation of prior knowledge and attention to ex-
ternal information, which is important to stimulate conceptual change. For in-
stance, Bless’ (2000) theory suggests that prior knowledge is activated under
positive affect but that prior knowledge can also be linked to external informa-
tion, especially when a discrepancy is detected. In contrast, Fiedler’s (2000)
theory suggests that external stimuli are attended to under negative affect but
that this may also relate to some links with prior knowledge. In this way, differ-
ent predictions regarding conceptual change can be made based on the mood-
and-general knowledge structures theory versus the dual-processing theory.
However, given the inconsistent nature of our findings, it is difficult to provide
support to one theory over another in terms of explaining the relation of affect
to conceptual change in science understanding.

Additional research examining conceptual change and affect could help to
clarify some of these ideas. In conducting this research, it will be important to
consider the possibility that positive affect is useful for general concept learn-
ing but may not be useful for conceptual change due to the reliance on assimi-
lation rather than accommodation. In this way, both Fiedler’s (2000) and
Bless’ (2000) theories could be accurate. It could be that positive affect is gen-
erally beneficial but that under situations requiring conceptual change, posi-
tive affect may both enhance (based on the mood-and-general-knowledge
structure theory) and hinder (based on the dual-process theory) cognitive
processing resulting in no clear relation between positive affect and concep-
tual change, as was found in our studies.

In addition to considering how affect relates to cognitive processing for
conceptual change in science understanding, it is also important to consider
how affect might be linked to the storage and retrieval of information for
conceptual change in science understanding. Although we are unaware of
any research speaking directly to this issue, we use Forgas’ (1995, 2000a)
AIM model to discuss how affect might infuse thinking during the conceptual
change process. As noted earlier, Forgas (2002a) suggested that mood may be
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encoded during storage of information when heuristic or substantive process-
ing is used. It seems likely that conceptual change may involve substantive
processing; that is, a student who is undergoing conceptual change is likely to
be processing information from a novel or new task (designed to initiate con-
ceptual change) and will therefore be building and constructing new knowl-
edge, as well as linking this to or altering prior knowledge. Forgas (2002a) ar-
gued that when new knowledge is constructed, it is more likely that a mood
state would be encoded along with the relevant information. Therefore, a
congruency between the mood state of encoding and one’s current mood
state should facilitate retrieval.

Overall, for conceptual change in science understanding, it is likely that af-
fect plays a role both in encoding and retrieval of information as well as the
way in which information is processed. For encoding and retrieval, a match
between encoding state and retrieval state should facilitate retrieval as new
knowledge is constructed and may thus include an affective component
(Forgas, 2000a). In terms of processing information, it seems that a positive
mood may facilitate conceptual change in that students may be more likely to
try to alter their schemas when they are not successful in applying them
(Bless, 2000) and because positive affect promotes broad, heuristic processing
(Bless, 2000; Fredrickson, 2001), which may facilitate the learning of larger
concepts as opposed to small, unconnected, discrete facts or pieces of infor-
mation. However, it also seems plausible that the tendency to rely on prior
knowledge when in a positive mood (Fiedler, 2000) may hinder the concep-
tual change process as new information may be interpreted based on existing
knowledge structures. For negative affect, the picture is also unclear. For in-
stance, negative affect may interfere with the conceptual change process by
focusing students on the details of the task (Bless, 2000). However, it also
seems plausible that negative affect may enhance conceptual change by stim-
ulating accommodation rather than assimilation (Fiedler, 2000). It is clear
that additional research on the way in which affect influences conceptual
change is needed.

Affect and Learning Mathematics

In this section, we focus on learning mathematics, as this represents a some-
what different process than conceptual change in science understanding. In
particular, we review findings from our laboratory on the links between gen-
eral affect and learning mathematics for upper elementary and middle school
students (e.g., Linnenbrink & Pintrich, 2003). We also discuss a number of
studies that link affect to mathematics understanding and problem solving
from the extant literature. Finally, in addition to considering the way that af-
fect is linked to the processing of information for mathematics learning, we
also consider how affect is linked to memory processes.
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In a study conducted with middle school students, we examined the rela-
tion between students’ affect and their scores on a computer math activity
(Linnenbrink & Pintrich, 2003, study 1). In particular, middle school stu-
dents worked in groups to learn how to solve number sequences. They then
completed a similar series of math problems on the computer for 15 minutes.
Immediately following the completion of the math problems, they reported
on their current affect using single item indicators (sad—happy, tense—calm,
tired—excited). Finally, after completing a series of word-recognition tasks,
students were asked to report on their effort regulation and cognitive regula-
tion during the computer math task.

Interestingly, the three indicators of affect (sad—happy, tense-calm, and
tired—excited) were unrelated to students’ scores on the math exam. However,
affect was significantly related to students’ effort and cognitive regulation
during the math exam. For effort regulation, students who reported being
more excited than tired reported higher levels of persistence even when they
did not want to work on the task (f = .22, p <.001). For cognitive regulation,
students who reported feeling more happy than sad (f = .13, p < .05) and
more excited than tired (f = .16, p < .01) also reported that they planned,
monitored, and checked their work as they completed the number sequences
on the computer. What is interesting about these findings is that both valence
(sad—happy) and arousal (tired—excited) were predictors of students’ cogni-
tive regulation while only arousal (tired—excited) significantly predicted effort
regulation. This may mean that arousal is important in terms of motivation
to engage in the task while both valence and arousal are important in terms of
the quality of engagement (e.g., using higher level strategies). It is somewhat
surprising, however, that the other measure of arousal, calm—tense, was unre-
lated to either type of regulation.

When interpreting these results, it is important to keep in mind that there
were several limitations in the methodology used in this study. First, the af-
fect measure was designed to assess students’ affect while working on the
computer math activity, but their affect may have changed as they completed
the computer math test as a result of how well they perceived they were doing
on the math problems. Second, the use of self-reported affect and self-
reported regulation leaves one open to the possibility of a method bias, where
shared variance may have more to do with similarities in measurement than
with similarities in the underlying constructs (Winne & Perry, 2000). Third,
the use of bipolar affect measures may be problematic if both ends of
the scale (e.g., sad and happy) relate in the same way to the outcome. For
instance, if both sadness and happiness are negative predictors of math per-
formance, the use of a bipolar measure would not be able to detect a signifi-
cant relation and would instead suggest that sad—happy and math perform-
ance were unrelated.
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This third limitation was of particular concern in the current study in that
all three measures of affect were unrelated to students’ math performance.
However, when we split the sample based on the bipolar indicators so that
the scale assessed either end of the bipolar measure (e.g., neutral to happy or
neutral to sad) for each of the three affect measures, the correlations between
the affect measures and math performance were not significant suggesting
that the use of the bipolar measure did not limit our ability to detect a signifi-
cant relation. Nevertheless, it is important to note that for sad—happy, while
the correlation was not significant, the correlations for sad and happy were
both in the negative direction; this suggests that future studies may want to
avoid using bipolar measures, especially when examining the relation be-
tween affect and math performance.

In another study conducted with upper elementary students (fifth and
sixth graders) during a 6-week math unit on reading and interpreting graphs,
we investigated the relation between students’ affect and their learning during
the unit (Linnenbrink & Pintrich, 2003, study 2). In order to examine how af-
fect during the entire unit related to how much students learned in the unit,
we regressed their post-test math score on self-reported positive and negative
affect during the 6-week math unit. The measures of positive and negative af-
fect included both high activation (e.g., energetic, agitated) and low activa-
tion (e.g., calm, sad) indicators of affect and asked students to rate how they
felt during the entire mathematics unit. Therefore, they serve as indicators of
valence but not arousal. The scales were initially designed to assess both va-
lence and arousal, but the four dimensions did not separate in exploratory
factor analyses, suggesting that younger children have a difficult time differ-
entiating, or at least reporting, valence versus arousal. We also examined the
relation of affect reported at the post-test to a follow-up measure of achieve-
ment given 6 weeks after the end of the unit and two self-reported measures
of strategy use (effort and cognitive regulation).

Surprisingly, students’ reports of both positive affect (B = —.24, p < .01)
and negative affect (B = —.30, p < .01) were negatively related to how much
students learned during the math unit and how much they retained 6 weeks
later (positive affect: f = —.22, p <.01; negative affect: B =—.41, p <.001). For
strategy use, positive affect was associated with higher levels of effort regula-
tion (B = .22, p <.01) and cognitive regulation ( = .53, p <.001) while nega-
tive affect was unrelated.

It is somewhat surprising that positive affect was linked to higher levels
of effort and cognitive regulation during the math unit, but this association
did not seem to be beneficial for how much students learned during the
math activity. In fact, positive affect was related to lower levels of achieve-
ment at the end of the unit and lower levels of retention 6 weeks later. One
possibility is that the findings for strategy use may be influenced by the
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methodology used since both strategy use and affect were assessed using
self-report measures. However, it is also possible that positive affect has a
different relation with effort and cognitive regulation versus actual learning
and achievement. For instance, positive affect may serve as a motivational
tool, such that students who feel positively are more willing to engage and
persist and even more willing to use effortful strategies such as those re-
quired for cognitive regulation. However, there may be another component
of positive affect that is detrimental for learning mathematics in that it in-
terferes with the storage or processing of the information. In this way, posi-
tive affect may help with engagement and strategy use, but if it interferes
with cognitive processing, it will still hinder learning. This possibility needs
to be explored in future research where either affect is experimentally ma-
nipulated or effort and cognitive regulation are not assessed with self-report
measures in order to eliminate the possibility that the findings are based on
a mono-method bias in assessment.

In summary, our work on the relation between affect and students’ learn-
ing of mathematics material is consistent for effort and cognitive regulation
but not for math performance or learning (Linnenbrink & Pintrich, 2003). As
noted previously, it is possible that the discrepancy in the findings may be
linked to the differences in the measurement of affect, although follow-up
analyses indicated that this was not the case suggesting that we must consider
other possibilities. For instance, the discrepant findings may have occurred
because the tasks used were very different and the duration and context of the
study differed.

Given these differences, it is somewhat surprising that affect did not alter
students’ performance on the math exam in study 1 since it was more similar
both in terms of the task and the design to typical social psychology experi-
ments. That is, students were tested outside of the regular classroom and
asked to respond to tasks in an atypical manner (using a computer to record
responses). Furthermore, the task was relatively short in duration, lasting 15
minutes. In contrast, study 2 was more similar to a typical classroom. The
study took place during a 6-week math unit and students completed the post-
test and follow-up tests as part of their regular classroom work. Further-
more, the affect measure was more general in that it was designed to assess af-
fect during the 6-week math unit and examine the effects of that general affect
or mood on their learning during the unit. In this sense, the relation of affect
to learning was expected to take place over a longer time period and may not
have influenced cognitive processing at the same level as was assessed in the
first study. We consider these differences in applying the theoretical models
to our findings.

It is also interesting that while study 1 and study 2 differed greatly in du-
ration, the findings for engagement, as measured by effort regulation and
cognitive regulation, were similar. This suggests that the differences in find-
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ings between the studies may have had more to do with the types of tasks
and processing of the information than students’ motivation or willingness
to engage. This similarity across studies in terms of engagement but discrep-
ancy in terms of learning and performance needs to be more closely exam-
ined in future research.

Given the discrepancy in our work and some of the methodological limi-
tations, it is important to consider other work on the relation between stu-
dents’ affect and learning in mathematics. Although there is not extensive
research in this area, a few studies are relevant. For instance, Bryan and
Bryan (1991) conducted a series of studies with upper elementary students
with and without learning disabilities. They induced half of the students
into a positive mood and half received no mood induction. Students were
then asked to work on 50 subtraction and addition problems for 5 minutes.
They found that students in a positive mood completed more problems cor-
rectly than students in the neutral mood. There was, however, no significant
difference in the number of problems completed between the positive mood
group and the control group. The authors replicated the first study with ju-
nior and senior high school students and found a similar pattern of results.
Thus, the results from this study suggest that positive mood is beneficial for
mathematics performance, at least in terms of computation. However, in a
similar study, Yasutake and Bryan (1995) induced middle school students
into a positive mood versus a neutral mood and asked them to complete a
mathematics calculation subtest of the Woodcock—Johnson battery for 15
minutes. They found no significant effect of the mood condition on stu-
dents’ performance. Thus, the findings from the Bryan and Bryan (1991)
study were not replicated, suggesting that the pattern linking positive affect
to computation is not entirely consistent or may vary based on the length of
the study (5 vs. 15 minutes).

Two studies also examined middle students’ learning of shapes and sym-
bols. While these tasks are not directly related to mathematics computation,
they seem relevant in terms of understanding geometry and are therefore dis-
cussed here. In the same study described previously, Yasutake and Bryan
(1995) compared middle school students’ performance, working under a
positive versus neutral mood condition, on a 2-minute task in which they
needed to learn combinations of symbols and shapes and then make associ-
ations (Coding subtest from the Performance section of the WISC-R). The
authors found that students in the positive mood condition outperformed
students in the neutral mood condition. Masters, Barden, and Ford (1979)
conducted a similar study examining how 4-year-old children performed on
a shape discrimination task under three different mood conditions (posi-
tive, neutral, negative) and two different activation levels (active, passive).
Children worked on the shape discrimination task until it was mastered (they
could attempt up to 10 trial blocks consisting of 12 problems each). Pre-



78 LINNENBRINK AND PINTRICH

school children induced into a positive mood learned the shape-discrimi-
nation task more quickly than children in a negative or neutral mood, as did
those induced into an active rather than passive state. There was also an in-
teraction of valence and arousal, with children in the negative mood condi-
tion taking longer to master the task when they were induced into a passive
rather than active state. Taken together, these results suggest that positive
moods are beneficial for learning shape discrimination tasks whereas nega-
tive moods are detrimental, especially when arousal is high.

Finally, given the large emphasis on problem solving as part of the mathe-
matics curriculum, research relating problem solving and mood seems rele-
vant to this discussion. For instance, Isen et al. (1987) examined college stu-
dents’ performance on creative problem-solving tasks. In a series of studies,
participants completed two types of creative problems solving tasks,
Duncker’s (1945) candle task and the Remote Associates Test, both of which
lasted between 10 and 15 minutes under a variety of induced mood condi-
tions. The results from these studies suggest that positive mood facilitates cre-
ative problem solving in comparison to a neutral or negative mood, but there
are not differences in problem solving between negative and neutral moods.
Finally, some of the studies included an arousal condition (exercise). Stu-
dents in the positive mood condition scored higher than those in the arousal
condition, while there was no difference between the arousal condition and
the neutral mood condition. This suggests that valence, but not arousal, is
important in terms of students’ creative problem solving.

In summary, the research relating positive and negative affect to mathe-
matics learning is not consistent. This may be due in part, however, to the
broad range of tasks that fall under the purview of mathematics education as
well as the context of the study, including the duration of the task. Therefore,
in attempting to apply social psychological theories, we consider that the dif-
ferent tasks may require different processes and, accordingly, positive and
negative affect may hinder or enhance cognitive processing in different situa-
tions. We also discuss whether differences in the contexts and lengths of tasks
may help to account for the discrepancies in the results.

Bless (2000), Fiedler (2000), and Fredrickson (2001) all suggested that pos-
itive moods should result in broad, heuristic processing. Fiedler (2000) fur-
ther suggested that positive affect is beneficial when active generation occurs.
In terms of mathematics learning, we would therefore expect positive affect
to enhance learning and performance when tasks require a broad perspective
or active generation. For instance, learning and distinguishing shapes may re-
quire a broader perspective in that considering the whole shape rather than
focusing on details of particular aspects of the shape may enhance perform-
ance. Furthermore, this information needs to be linked to prior knowledge,
so Fiedler’s suggestion that positive affect helps to activate prior knowledge
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should also enhance performance. Therefore, the empirical research suggest-
ing that positive affect enhances shape discrimination (Masters et al., 1979;
Yasutake & Bryan, 1995) lends support to these theories. In addition, consis-
tent with Isen et al.’s (1987) findings, positive affect should enhance problem
solving, particularly creative problem solving in that positive affect should
help students move away from the details of the task and take a broader, per-
haps more creative perspective.

In addition, we would expect that positive affect would enhance the inter-
pretation or reading of graphs. That is, when interpreting graphs, students
are often asked to look at general patterns, a process which should be facili-
tated by positive affect. However, the results from our research (Linnenbrink
& Pintrich, 2003, study 2) suggest the positive affect hinders students’ reading
and interpretation of graphs. This unexpected finding may be because stu-
dents in our study may have needed to use both heuristic and detailed-
processing, as the types of tasks falling under the purview of graphing our
quite broad. However, if this were the case, we would have expected positive
affect to be unrelated to learning, as it might have enhanced learning for
some aspects and hindered it for others.

Another possibility, is that our study assessed affect during a 6-week unit
and looked at learning over 6 weeks while the prior studies and the studies on
which the theories were developed assessed affect during a relatively short du-
ration. Furthermore, we used measures of self-reported affect while prior re-
search has manipulated mood. Thus, while our results regarding the relation
between positive affect and graphing cannot be easily interpreted under the
existing theories, they also differ in a number of ways from prior research
suggesting that a variety of factors may account for the discrepancy. Never-
theless, we should note that our study on mathematics and graphing exam-
ined student learning in real school contexts; thus, in trying to understand
how affect influences learning in school, the results may be quite relevant.

The results for computation and number sequences are also difficult to in-
terpret in terms of the affect and cognitive processing theories, in part, be-
cause the findings are not consistent. In particular, Bryan and Bryan (1991)
reported that positive moods enhanced performance on computation prob-
lems while Yasutake and Bryan (1995) and Linnenbrink and Pintrich (2003,
study 1) found no relation between affect and performance on solving num-
ber sequences. One possible explanation for these discrepancies is the dura-
tion of time spent on the task. Participants in Bryan and Bryan’s (1991) study
had 5 minutes to complete the task while participants in the other two studies
had 15 minutes. While time does differ among these studies, it seems unlikely
that a 10-minute difference could account for the discrepant findings. Based
on the theories presented in this chapter, it also seems plausible that the re-
sults might be mixed or inconsistent. That is, for typical number sequences or
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computation problems that follow the general patterns students have previ-
ously seen in math, positive affect may be beneficial in that students can ac-
tivate the basic script for solving the problem (Bless, 2000) and it may be
easier for students to access basic number facts to aid in solving the prob-
lems (Fiedler, 2000). Furthermore, the use of basic scripts should reduce the
cognitive load making it easier for students to complete a series of numbers
in the sequence or solve multi-digit computation problems in working mem-
ory. A positive mood may not, however, be beneficial when the number pat-
tern does not follow the basic pattern that matches the activated schema or
when a computation problem is unfamiliar. In this case, the student may
take longer to solve the pattern because she must first try the pattern or so-
lution suggested by the schema and then try other patterns when this one
was not successful.

The relation of negative affect to mathematics learning and performance
should also vary depending on the type of task involved. For instance, we
would expect negative affect to be beneficial for detail-oriented tasks, as neg-
ative affect should focus students on the appropriate aspects of the task. That
is, both Fiedler (2000) and Bless (2000) suggested that negative affect should
focus students on the details of a particular task or situation and Fiedler fur-
ther noted that negative affect is beneficial for processing new stimuli.

In terms of mathematics, we would expect that negative affect might be
particularly beneficial for computation problems, in which students must fo-
cus on the details of processing each aspect of the problem. For instance, a
student in a negative mood may be more successful on unusual, atypical
number patterns as he will begin by focusing on the details of the pattern and
may easily detect the pattern based on this focus. This notion is not clearly
supported by the empirical data; however, the findings also do not clearly re-
fute this idea. That is, Bryan and his colleagues (Bryan & Bryan, 1991;
Yasutake & Bryan, 1995) did not examine how negative mood conditions re-
lated to computation, and Linnenbrink and Pintrich (2003, study 1) found no
significant relation between negative affect and performance on number se-
quences. One possibility is that while negative affect may focus students on
the details, there is a cost to this focus that may be detrimental for overall per-
formance. That is, a focus on details may overwhelm working memory as
suggested by Ellis and Ashbrook (1988). Indeed, in a study conducted with
college students, we found that negative affect was associated with lower lev-
els of working memory functioning (Linnenbrink, Ryan, & Pintrich, 1999).

Negative affect should be detrimental for tasks such as problem solving
and shape discrimination in that a focus on details may distract students from
the broader perspective. While this idea is supported in terms of shape dis-
crimination (Masters et al., 1979), it is not supported by Isen et al.’s (1987)
study on problem solving in which the negative and neutral mood conditions
did not significantly differ. For graphing, a focus on details may be beneficial
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in certain situations, such as plotting data on graphs, calculating statistics, or
interpreting misleading graphs. In addition, if students do not have prior ex-
perience with graphs, a focus on the new stimuli, which Fiedler (2000) sug-
gested is associated with negative moods, should facilitate learning. In this
case, it is not necessary to link the new information to prior information, as
students may not have relevant prior information to which they would link
the new information. However, our research suggests that negative affect is
negatively related to reading and interpreting graphs (Linnenbrink & Pin-
trich, 2003, study 2). As noted previously, however, our tasks were rather
complex and occurred over a 6-week period, which may help to explain why
our findings our not consistent with the theoretical predictions.

Finally, similar to our results for conceptual change in science (Linnen-
brink & Pintrich, 2002b), we found that while positive affect did not enhance
performance in mathematics, it was related to high levels of effort and cogni-
tive regulation during the solving of number sequences and during graphing.
This provides further support for the notion that positive affect does not sig-
nal a lack of motivation (Bless, 2000).

It is also important to consider how the storage and retrieval of informa-
tion is linked to affect for mathematics learning. Based on Forgas’ (2000a)
model, we would expect affect to be relevant to long-term memory under cer-
tain conditions. For instance, it seems likely that computation tasks, where
students are simply retrieving strategies or number facts from long-term
memory and applying them, should not be influenced by affect. That is, this
type of processing involves direct retrieval, a type of processing in which af-
fect should not infuse thinking. In contrast, other mathematical tasks such as
problem solving, graphing, and shape discrimination may involve more sub-
stantive processing. Students engaged in these tasks may be learning new in-
formation or trying to link new information to prior knowledge. In these situ-
ations, it is likely that the affective state is encoded along with the relevant
mathematical material. Therefore, this may be a situation in which a congru-
ency between the encoding and retrieval states will facilitate recall. However,
none of the studies reviewed in this section tested this idea.

In summary, the research relating affect to cognitive processing in mathe-
matics presents a varied and complex view of the way in which affect influences
performance and learning. This is due in part to the wide variety of tasks that
fall under the domain of mathematics. Nevertheless, even within a type of task,
the results are not consistent, making it difficult to clearly analyze the findings
based on the proposed social psychological models of affect and cognitive
processing. We have suggested that part of the discrepancy in the findings may
be due to the duration of the task, in that affect may have different effects on
students’ processing depending on whether they must work on the task for a
long or short period of time. Other possible sources for the discrepant findings
are the complexity of the task (whether it requires both heuristic and detail-
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oriented processing) and the manipulation of mood versus self-reported affect.
Finally, the few studies that examined arousal versus valence provide a mixed
view of whether it is important to consider both dimensions of affect. There-
fore, we urge researchers to conduct carefully designed experimental and
correlational studies that directly examine how mood influences cognitive
processing, keeping in mind that the type of task, the duration of the task, the
way in which affect is measured or induced, and the distinction between
arousal and valence may be important variables to consider.

CONCLUSION

Despite the advances recently made in studying the relation between affect
and cognitive processing, there are still several theoretical and empirical limi-
tations to this work. First, almost all of the theories discussed focus on the
impact of moods on cognitive processing and largely ignore the impact of
emotions. Although there are likely many parallels between positive moods
and positive emotions as well as negative moods and negative emotions, re-
search specifically examining how various emotions such as anxiety versus
anger might differentially influence cognitive processing is essential in under-
standing how the relation between affect and cognitive processing might play
out in educational settings. As a side note, Forgas (1995) suggested that the
AIM model applies to both moods and emotions. However, he notes that
emotions may initiate motivated processes rather than heuristic or substan-
tive processing suggesting that in those cases, the emotions would not infuse
one’s thinking.

In thinking about emotions, we must make sure that we consider relevant
emotions for academic contexts. For instance, Pekrun and his colleagues
(2002) have developed a scale to measure academic emotions. Prawat and An-
derson (1994) also specifically examined the different emotions that emerge
during mathematics learning. If we want to move forward in our understand-
ing of how emotions are linked to cognitive processing, we must take this
work into account, realizing that certain emotions may be more prominent in
educational settings.

Finally, the consideration of emotions in addition to moods underscores
the necessity of distinguishing between the valence and arousal dimensions of
affect, which is largely ignored by the social psychological theories presented
in this chapter. While a few of the studies reviewed assessed these dimensions
separately and found mixed results, it is important that research be con-
ducted in which both dimensions of affect are examined. Further, if arousal is
determined to be an important predictor of cognitive processing, it may be
necessary to revise or extend some of the current social psychological theories
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on affect and cognitive processing to include both valence and arousal. This
may closely parallel extensions or revisions based on the examination of spe-
cific emotions, as emotions are more readily classified in terms of both va-
lence and arousal in contrast to more general mood states.

Second, the theories reviewed are largely derived from research using typi-
cal social psychology paradigms. For instance, most of the researchers devel-
oped their theories based on experiments conducted on group processes and
stereotypes in laboratory settings (e.g., Bless, 2000; Fiedler, 2000; Forgas,
2000a). In contrast to many academic tasks, these laboratory tasks are often
rather short in duration (lasting for the experimental session) and do not cap-
ture the complex interaction of the situation (including other people and
other activities) in which the task takes place. In applying these theories to
educational settings and academic tasks, care must be taken to carefully con-
sider how changes in the duration of the situation, the context, and the im-
portance of the activity to the participant may alter the way in which affect
relates to cognitive processing. As is clear from our review, recent attempts to
apply these theories to academic contexts is difficult, even when there are
similarities in terms of the context and duration of the task. Therefore, we
urge researchers to carefully manipulate these various components so that we
can better understand when and how the theories reviewed can be applied to
educational settings.

Third, in our own work (Linnenbrink & Pintrich, 2002b, 2003), we have
assessed effort regulation and cognitive regulation in addition to perform-
ance or learning. The findings for these outcomes are consistent, suggesting
that positive affect enhances engagement in terms of effort and higher order
strategy use. This idea is also supported by Pekrun et al.’s (2002) research
linking positive academic emotions such as enjoyment and hope to greater ef-
fort, deeper cognitive engagement, more self-regulated learning in academic
settings. The relation between affect and engagement as well as cognitive
processing suggests that there may be a complex interplay among affect, cog-
nition, and motivation that needs to be further investigated. Indeed, we are
working on developing an asymmetrical bidirectional model linking achieve-
ment motivation to affect (Linnenbrink & Pintrich, 2002a). However, given
the lack of research on affect and cognitive processing in academic contexts,
it is rather difficulty to speculate on the interaction of all three variables on
students’ learning (see Linnenbrink & Pintrich, 2003, for a recent attempt to
consider all three outcomes). It is well beyond the scope of the current chap-
ter to attempt to integrate our asymmetrical bidirectional model linking
achievement goals to affect with the current review of affect and cognitive
processing. As we more carefully refine these models of affect and cognitive
processing and affect and motivation, it will be easier to integrate the three
components.
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Fourth, the current state of the field makes it difficult to make suggestions
to educators, particularly to classroom teachers. As we are yet unsure exactly
how moods and emotions relate to cognitive processing in a broad variety of
tasks, it is difficult to make recommendations for educators regarding the
types of affect that may be beneficial for processing. Furthermore, even if we
do determine that certain types of affect are more beneficial for certain types
of tasks, we must seriously question whether we would want teachers to in-
duce negative affect before students began working on a task requiring detail-
oriented processing. Rather, when applying this research to school settings,
we may want to focus more on the instances in which positive affect is partic-
ularly beneficial and encourage educators to focus on fostering positive affect
in those contexts. In addition, in instances were negative affect is beneficial,
we may instead want to encourage teachers to work with their students in reg-
ulating their affect, so that they are not overwhelmed by positive affect. That
is, rather than attempting to enhance negative affect, students might be en-
couraged to diminish their positive affect. Obviously this research raises some
difficult questions when applying it directly to educational settings. However,
more information is needed about the basic processes involved in linking af-
fect to cognitive processing before we make any specific recommendations to
teachers.

Finally, in terms of future research, much work needs to be done in apply-
ing these social psychological theories to education. As is apparent from our
review, there are very few empirical studies that directly examine how affect
influences cognitive processing in academic contexts. Therefore, we urge
other researchers to consider how mood and emotions relate to cognitive
processing on a variety of educational tasks. In doing so, it may be important
to first conduct research on simple academic tasks that can be clearly classi-
fied as involving heuristic versus detailed processing. Then, we need to con-
sider larger, more complex tasks to gain a better understanding of how affect
influences tasks that require both types of processing. In addition to the type
of task, it is also important to consider how the duration of the task and the
focus on current affect versus affect over the course of a section or unit differ-
entially influence students’ learning. While this research is in its infancy and
will require much work to refine these models, the integration of affect into
our models of cognitive processing should help us develop a more compre-
hensive and accurate picture of student learning in academic settings. Once
this integration is better understood based on empirical evidence, we suggest
that future research tackle the complex issue of integrating affect, cognitive
processing, and motivation into one model for learning in school. The inte-
gration and expansion of these models not only will better reflect the reality
of student learning, but also may have important implications for the im-
provement of instruction.
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Theories and empirical research about the interrelation of motivation, emo-
tion and cognition have a long tradition in education and educational-psy-
chology (e.g., Claparéde, 1905; Dewey, 1913; James, 1890; Leontjew, 1977).
In comparison to most research approaches and theoretical traditions in
other fields of psychology, educational-psychological approaches to these
concepts have been related more closely to practice in a wide variety of educa-
tional settings in and out of schools. For example, topics of research in the ar-
eas of motivation and cognition have been concerned with learning and
achievement, and the language used has tended to be familiar to educators
and teachers.

Educational psychologists integrated new concepts and methods from
other fields of psychology into their research as a way to more fully address
issues of practice. Thus, when psychometric approaches relying on quantita-
tive measures became dominant in the area of intelligence research, many in-
vestigators in the field of educational psychology began to conceptualize and
measure variables using psychometric approaches. Statistical tools were
adopted to measure talent (giftedness), as well as cognitive factors based on
traditional intelligence tests. As a consequence, research efforts focused on
interindividual differences. This line of research however, did not address
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intraindividual development, nor information about the relations between
the variables under consideration (Krapp, 1999; Medved, Hidi, & Ainley,
2002; Murphy & Alexander, 2000).

When in the 1970s, mainstream psychology began to shift from a behav-
ioral to a cognitive paradigm, a similar shift occurred in educational psychol-
ogy, particularly in the field of motivation research. In fact, most theories of
learning motivation have been based on a cognitive framework focusing on
learners’ thoughts and beliefs (Meyer & Turner, 2002). For example, achieve-
ment goal theory (Ames, 1992; Dweck & Leggett, 1988; Dweck, Mangels, &
Good, chap. 2) focuses on how students’ goals are related to academic perfor-
mance. According to this theory, individual achievement goals provide a
framework to establish learning purposes and a general approach to aca-
demic activities and achievement tasks. In addition, achievement goals have
also been presumed to influence affective reactions to engagements. Task
value theory, another basically cognitively driven approach (Eccles et al.,
1983; Wigfield & Eccles, 1992, 2002) describes motivation as resulting from
students’ expectations of task value. Such expectations reflect students’ be-
liefs as to how desirable a given activity is. Incentive value, utility value, in-
trinsic value and cost are components of the total value students establish
cognitively for future activities. Yet another motivational theory based on a
cognitive framework is self-efficacy theory (Bandura, 1977, 1982, 1997;
Zimmerman, 1989, 2000). Self-efficacy theory postulates that individuals’ be-
liefs about their ability to produce successful outcomes and attain designated
goals are critical to their achievement motivation. Students’ goals, task value
and self-efficacy have been found to positively affect students’ effort, the
quality of their academic performance and their willingness to participate in
challenging academic tasks (Ames, 1992; Bandura, 1997; Bandura & Schunk,
1981; Heckhausen, 1991; Pajares, 1996; Pintrich & De Groot, 1990; Wigfield
& Eccles, 2002; Zimmerman, 2000).

As a consequence of the shift to a cognitive paradigm in motivational re-
search, emotions and affective variables were pushed into the background and
studied in only a few areas (Hidi & Baird, 1986; Pekrun, 2000). Eventually, it
was recognized that emotional and motivational processes of learning also
needed to be explored. In particular, researchers considered it necessary to ex-
amine the conditions of intraindividual differences and development. They
noted that cognitive theories do not tend to take into account motivational
factors that have an influence on a subconscious level and that are related to
situation-specific emotional experiences (Hidi, 1990; Krapp, 2002b, 2003).
For instance, goal theories have been concerned with general issues of goal-
fulfillment, such as mastering a topic or task or achieving certain learning
goals, etc. Yet for education, questions arise as to why individuals are inter-
ested in one area or topic but not in another.
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In fact, from both a psychological and an educational point of view, it is
essential to explain why and how students can become interested in new con-
tent and subject areas (H. Schiefele, 1978). Results from investigations of this
type, furthermore, can provide a basis for understanding the functional rela-
tions between motivation, learning and achievement (Heckhausen, 1991;
Krapp, 2003). Such explanations can address how school curriculum could
best provide opportunities for interest development and increased motivation
of students. Thus, for example, Hoffmann (2002) described the implications
of interest for curriculum development and classroom composition; Ren-
ninger and Wozniak (1985) pointed to the power of interest as a facilitator of
student attention and memory; and Sansone, Weir, Harpster, and Morgan
(1992) suggested that older students can be supported to regulate their atten-
tion and at least a maintained situational interest for boring tasks.

EDUCATIONAL PSYCHOLOGY RESEARCH
RELATED TO INTEREST, MOTIVATION, AFFECT,
AND COGNITION

Interest Research: A Historical Review

Traditionally, the concept of interest held a central position in educators’
thinking about learning. Educational laypersons (e.g., parents), as well as
professional educators (e.g., teachers, trainers) often refer to interest when
they consider the motivational prerequisites for teaching and learning, or
think about students’ more or less successful developmental processes. In
fact, most educators agree that an important goal of education is the differen-
tiation and stabilization of interests relevant to learning (Dewey, 1913; H.
Schiefele, 1978, 1981). In view of the significance attributed to interest within
the educational context, it would not be surprising that interest-related re-
search be an important field of educational psychology. Accordingly, at the
turn of the 20th century, prominent psychologists advocated that interests
were the most important motivational factors in learning and development
(e.g., Arnold, 1906; Claparede, 1905; Dewey, 1913; James, 1890; Thorndike,
1935).

Subsequently, however, the interest concept was pushed into the back-
ground as first behaviorism and later the shift towards cognitive approaches
in psychology spawned numerous other motivational concepts related to
learning and development (cf. Ames & Ames, 1984; Heckhausen, 1991;
Weiner, 1972). Research on motivation and learning that began to emerge fo-
cused on seemingly immediate problems that could be easily studied empiri-
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cally (e.g., the explanation and prediction of academic achievement). During
this period, only diagnostic approaches to vocational interests continued to
use interest as a psychological construct (e.g., Fryer, 1931; Strong, 1943;
Walsh & Osipow, 1986). In this line of research, interest was conceptualized
as a kind of motivational trait, rooted in a stable person and environment re-
lationship (e.g., a person was considered to be social or artistic, see Holland,
1973).

In the last two decades of the 20th century, interest research reemerged in
educational psychology due to recognition that aspects of learning motiva-
tion central to discussions of interest could not be adequately reconstructed
given the theoretical concepts most popular in modern cognitively oriented
motivation research. For example, in the area of text-based learning it was
demonstrated that the type and the extent of learning from text depended on
psychological factors that were related to the content or the topic of the text,
as well as cognitive and motivational variables (Hidi, 1990). Thus, one area in
which the rejuvenation of interest research took place was in investigations of
text-based learning (e.g., Anderson, 1982; Asher, 1980; Hidi & Baird, 1986,
1988; Hidi, Baird, & Hildyard, 1982; Kintsch, 1980; Schank, 1979). Subse-
quently, a relatively large number of empirical studies concerned with the in-
fluence of interest on learning and with the development of interests were
conducted (cf. Hidi & Anderson, 1992; Krapp, 1989; Prenzel, 1988;
Renninger & Lecrone, 1991; Renninger & Wozniak, 1985). This work pri-
marily built on research traditions in psychology and educational psychology
(see Hoffmann, Krapp, Renninger, & Baumert, 1998; Lehrke, Hoffmann, &
Gardner, 1985; Renninger, Hidi, & Krapp, 1992).

Recent interest research has focused on studying the relationships between
interest, learning and achievement at different levels of education (Baumert
& Koller, 1998; Krapp, Hidi, & Renninger, 1992; Prenzel, 1988; Renninger,
Ewan, & Lasher, 2002; Renninger & Hidi, 2002; Sansone et. al., 1992;
Schiefele, 1999, 2001; Schiefele, Krapp, & Winteler, 1992). Findings from this
work suggest that an interest-based motivation to learn positively influences
both how learners realize and organize a given learning task (e.g., the kind of
learning strategies used) and the quantity and quality of learning outcomes.

Developmental studies have also been undertaken in order to address the
development of interests. These investigations tended to be undertaken with
younger students in pre-schools and in elementary schools (Fink, 1991;
Folling-Albers & Hartinger, 1998; Krapp & Fink, 1992; Renninger, 1989,
1990; Renninger & Leckrone, 1991). Such studies have focused on interest
held over time, changes in interests, and the relation between cognitive and
affective processing during engagement. Unfortunately, empirical studies us-
ing cross-sectional as well as longitudinal studies suggest a decline in student
interest for school subjects as students’ level of schooling increases (e.g.,
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Gardner, 1998). In fact, decline in school subject interests have been found as
early as the first year of elementary school when classrooms constrain chil-
dren’s abilities to explore new contents and engage interests (Folling-Albers
& Hartinger, 1998; Helmke, 1993), and have also been widely reported for
secondary school students. Declines in interest for these students have been
most evident in the fields of physics, chemistry, and mathematics, and it ap-
pears to be more pronounced for girls than for boys in these subjects
(Gardner, 1985; Hoffmann et al., 1998). It also appears likely that such de-
clines are partially due to a lack of environmental support for engaging stu-
dent interest rather than a developmental shift in the capacity to have inter-
est, suggesting that school culture could make a significant contribution to
the likelihood that interest for particular content continues to develop and
can be sustained (Eccles, Wigfield, & Schiefele, 1998; Hoffmann, 2002; Ren-
ninger, Ewen, & Lasher, 2002; Renninger & Hidi, 2002; Renninger, Sansone,
& Smith, 2004; Schraw & Dennison, 1994).

Another question that has received considerable attention concerns how
individuals’ patterns of interests change over time. For example, with the be-
ginning of puberty dramatic changes in individuals’ personal interests can be
observed (Gardner, 1985, 1998; Krapp, 2000). In part, these shifts are the re-
sult of the general tendency of adolescents to adapt the contents and pattern
of their interest to gender role stereotypes (Hannover, 1998; Todt, 1985).
Among studies that attempt to explore gender-related developmental proc-
esses over a longer period of the life span are those of Gisbert (1998, 2001)
who showed that the development of an individual interest in academic sub-
jects is highly influenced by adolescent developmental processes, especially
by the quality of occupational and university enrollment decisions. Young
people, who carefully explore their future aspirations and commit themselves
to their decisions, show long term interests in their chosen subject, even in the
case of a gender atypical major (e.g., women in mathematics). In the long run,
interests become important components of a person’s identity (Hannover,
1998; Hidi & Ainley, 2002).

Several research programs have analyzed in detail the relations between
cognitive and affective processing during interest-based learning activities
(e.g., Harackiewicz & Durik, 2003; Renninger & Hidi, 2002). Empirical
studies in the field of physics education have examined the continuous rela-
tions between students’ situation-specific individual experiences, cognitive
processes and the occurrence and stabilization of content-specific interests
(Fischer & Horstendahl, 1997; Krapp & Lewalter, 2001; Lewalter, Krapp,
Schreyer, & Wild, 1998; von Aufschnaiter, Schoster, & von Aufschnaiter,
1999). Results from these studies demonstrated a marked influence of the
continuous experiential feedback during tasks on subsequent motivation for
learning.
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The Construct of Interest

The term interest has been used in a variety of different ways. In everyday us-
age, interest almost always refers to positive feelings and is equally likely to
refer to an attraction, a preference, or a passion (Valsiner, 1992). Among edu-
cational researchers, interest has had almost as many different meanings. For
example, links between interest and more trait-like conceptualizations such
as general curiosity (Ainley, 1987, 1993) or love of learning (Renninger et al.,
2004) can be made. Interest has been studied as a habitual preference (or atti-
tude), a motivational belief, and as a characteristic of the developing self (or
personality) (Krapp, Renninger, & Hoffmann, 1998).

In the present chapter, we focus on interest-based motivation, that is, a
motivational state that results either from a situational interest or an individ-
ual interest. Briefly, situational interest is conceptualized as being generated
by particular aspects of the environment that focus attention, and it repre-
sents an affective reaction that may or may not last (see Hidi, 2001, for a re-
view). Whereas, individual interest is conceptualized as being both a rela-
tively enduring predisposition to attend to objects and events and to reengage
in certain activities over time (Krapp, 1993, 2000; Renninger & Wozniak,
1985; see Renninger, 2000, for a review) and a motivational state. In this con-
ceptualization, a motivational state during engagement can be fueled by
processes, dispositions, or both that are related to some type of interest, thus
interests can be examined and reconstructed theoretically at two levels of
analyses. First, interest research can focus on the psychological processes and
states that occur during concrete interactions between a person and his or her
object of interest. In this case the analysis focuses on the description and ex-
planation of interest-triggered actions. Second, interest research can focus on
interest as a relatively enduring disposition. In summary, interest is both a
motivational process or state and a relatively enduring disposition to reen-
gage with particular content.

Hidi and Renninger (2003) noted that the dual meaning of interest as a
psychological state and as a predisposition to reengage with objects, events
and ideas over time has frequently not been acknowledged in the literature.
Hidi and Renninger (2003) further suggested that there is a developmental
thread that links the repeated experiences of interested engagements to pro-
duce the psychological state of interest and its development as a disposition
(Hidi & Anderson, 1992; Krapp, 2002b; Renninger, 2000; Silvia, 2001).

Independent of whether interest is examined at the level of the ongoing
processes and resulting states or at the level of the dispositional structures of
the individual, three features of the interest construct distinguish it from
other motivational variables. First, a general characteristic of interest is its
content or object specificity. As Hidi and Renninger (2003) pointed out, in-
terest refers to focused attention, engagement, or both with the affordances
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of particular content and it is this content that can be said to suggest possibil-
ities for activity. As such, the content of interest does not share the type of
universality that characterizes other motivational variables.

Second, the conceptualization of interest exists in a particular relation be-
tween a person and content, and does not simply reside either in the person or
in the content of interest. In accordance with the ideas of Hidi and Baird
(1986), Lewin (1936), Nuttin (1984), H. Schiefele (1978), and many others, it
is postulated that the individual, as a potential source of action, and the envi-
ronment as the object of action, constitute a bipolar unit. This relation has
been recognized to be central to both situational interest (Hidi, 1990) and in-
dividual interest (Renninger, 1990; Renninger & Wozniak, 1985), and among
researchers in the German research community, it has been referred to as per-
son-object theory (Krapp, 2002a, 2003). The relation is dynamic rather than
static and has particular relevance to educational practice because educators
can have an influence on environmental aspects (see discussions in Hidi &
Anderson, 1992; Mitchell, 1993; Renninger, 2000; Schraw & Dennison,
1994). Thus, according to this theoretical approach, interest-related learning
and development is conceptualized to be the result of an interaction between
a person and his or her social and physical environment.

Third, interest has both cognitive and affective components (Hidi, 1990;
Renninger, 1992). As Hidi and Renninger (2003) pointed out, the relative
amount of cognitive evaluation and affect generated may vary depending
on the particular phase of interest development. Thus, a triggered situa-
tional interest may involve only minimal cognitive evaluation and positive
affect; whereas, a well-developed individual interest for particular content
would include both stored knowledge and stored value, as well as positive
affect.

The close relation between cognitive and affective components of interest-
informed activity have been described as accounting for why no contradic-
tion is experienced between the cognitive-rational assessment of personally
experienced importance and positive emotional evaluations of an activity it-
self (Dewey, 1913; Krapp, 2000, 2002a; Rathunde, 1993; Schiefele, 1999).
The affect associated with interested engagement tends to be positive. Possi-
ble exceptions are triggered situational interest which may be negative
(Bergin, 1999; Hidi, 2001; Hidi & Anderson, 1992; Hidi & Harackiewicz,
2000; Hidi & Renninger, 2003; Iran-Nejad, 1987) and experiences of tempo-
rary frustration by persons who have well-developed interest for particular
content (Krapp & Fink, 1992; Prenzel, 1992; Renninger, 2000; Renninger &
Leckrone, 1991).

It is positive emotion that is likely to fuel the development of interest and
learning behaviors that have been characterized as focused, generative, and
deep. In fact, as Dewey (1913) postulated, when conditions to support inter-
est are in place, effort will follow (see discussion in Renninger, 2003). This is
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one of the reasons why an interest-based action (e.g., knowledge acquisition
of content that is an identified interest) seems to have the quality of intrinsic
motivation (Deci, 1998).

In their recent paper, Meyer and Turner (2002) noted that psychologists
have tended to study the processes of cognition, motivation, and emotion
separately. They further note that current cognitive theories of motivation
focus on cognition and motivation, and emotions have not been central fea-
tures of influential motivational theories such as goal theory, expectancy-
value theory and self-efficacy theory. In these theories, affect has been con-
sidered as an outcome variable (Hidi, 2003a, 2003b; Meyer & Turner, 2002),
and it has been assumed that desirable thoughts and beliefs such as mastery
goals, high task-value and increased levels of self-efficacy produce positive
affect and/or reduce negative affect. However, as Meyer’s and Turner’s
(2002) students’ surveys indicate, emotions are central to an understanding of
students’ goals, strategies and self-efficacy. Emotions are not necessarily out-
comes of cognitive processes.

The assumption that affect is an inherent component of interest is a critical
feature of the interest construct and sets interest apart from other motiva-
tional constructs (Hidi, 2003a, 2003b; Hidi & Renninger, 2003). Experiencing
interest involves affect from the outset of experience and can be assumed to
be combined or integrated with cognition (Krapp, 2003; Renninger, 2000).
An important aspect of this view is that it allows the integration of psycho-
logical and neuroscientific approaches with motivation which has not previ-
ously been an easy association (Boekaerts, in press; Kuhl, 2000). Future work
needs to address the distinctive neural correlates of interest-based informa-
tion processing that involves both emotional and cognitive systems.

Neuroscientists studying affect have started to identify the neural circuits
involved in emotional processing. Some researchers have proposed two basic
systems of approach and avoidance (see Davidson, 2000, for a detailed
neurophysiological discussion of these systems). The approach system has
been associated with appetitive behavior and with generating certain types of
approach-related positive affect. Parts of this system appear to be involved in
the expression and movement toward abstract goals in action plans and in the
anticipation of rewards. Although the association between interest and the
approach system, to the best of our knowledge, has not yet been fully ex-
plored, recent research has established the neural basis of negative emotions
such as fear and its relation to learning and motivation (LeDoux, 2000). Hidi
(2003b) and Hidi and Renninger (2003) have suggested that the “seeking sys-
tem”—one of the evolutionary and genetically ingrained emotional brain sys-
tems specified by Panksepp (1998, 2003)—is one of the major biological
foundations of the psychological state of interest. Research examining fur-
ther this relation may lead to the integration of psychological and neuro-
scientific components of interest.
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Situational and Individual Interest
From a Developmental Perspective

Although the authors of this chapter have previously described two or three
phases of interest development (e.g., Hidi & Anderson, 1992; Krapp, 2002b;
Krapp et al., 1992), Hidi and Renninger (2003) recently proposed a Four-
Phase Model of Interest Development. According to this model, in the first
phase, situational interest for a particular subject content is triggered. If this
triggered situational interest is sustained, the second phase, referred to as
maintained situational interest, evolves. The shift from maintained situa-
tional interest to an emerging individual interest is fueled by a person’s curi-
osity questions about the content of interest (Renninger, 2000). These ques-
tions are accompanied by efforts to self-regulate and identify with the content
of interest (Hannover, 1998; Krapp, 2000, 2003; Todt & Shreiber, 1998).
With increased ability to self-regulate and identify with particular content, a
student moves into the final phase of development that is referred to as well-
developed individual interest.

In the following section of this chapter, research related to each of the four
phases of interest is overviewed. Research on triggered and maintained situa-
tional interest is presented first, followed by research on emerging (or less-
developed) and well-developed individual interest.

Research Related to Phases of Situational Interest

Because by definition, situational interest is triggered by environmental fac-
tors, objects, individuals, or both, research has focused on identifying the con-
ditions that contribute to the triggering of this type of interest. In two early
studies, Schank (1979) and Kintsch (1980) distinguished between interest that
is related to feelings (emotional interest) and interest that they saw as an out-
come of cognitive processing. Although researchers at that time did not ac-
knowledge the distinction between situational and individual interest, in retro-
spect we can conclude that both Schank and Kintsch were describing
situational interest. Recently, Harp and Mayer (1997) revisited the notion that
emotional and cognitive sources of situational interest may result in different
types of processing and set out to demonstrate empirically this assumption. In
their study, they compared the effect of coherent text that according to their
theory would elicit cognitive interest, with the effects of seductive text segments
and illustrations, presumed to elicit emotional interest. The results indicated
that texts aimed at increasing emotional interest failed to improve understand-
ing of scientific explanations, whereas coherent texts contributed to increased
comprehension and increased learning. The authors maintained that these re-
sults indicate a qualitative difference in the two types of interest and that, in the
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case of cognitive interest, processing of coherent texts promoted a sense of pos-
itive affect about the passage that led to increased learning.

Whereas it is possible to set up research paradigms that separate emotional
and cognitive interests, we believe that such separations may be artificial, as
emotional and cognitive functioning appear to continuously interact in interest
development. In addition, we have no neurophysiological indications of
unique neural processes underlying exclusively emotional and cognitive proc-
esses, and it is more likely that both systems are involved to varying degrees.

Focusing more specifically on discourse, several research groups worked
on identifying text characteristics that contribute to triggering readers’/listen-
ers’ situational interest. In early studies of text features, novelty, unexpected
surprising information, intensity, concreteness and visual imagery were
found to contribute to situational interest (Anderson, Shirey, Wilson, &
Fielding, 1987; Hidi & Baird, 1986, 1988). Following this work, Schraw,
Brunning, and Svoboda (1995) identified six sources of text-based (situa-
tional) interest: (a) ease of comprehension (Mitchell, 1993; Wade, Buxton, &
Kelly, 1999); (b) prior knowledge (Alexander, 1997; Alexander, Jetton, &
Kulikowich, 1995); (¢) text cohesion (Kintsch, 1980; Wade, 1992); (d) vivid-
ness (Sadoski, Goetz, & Fritz, 1993); (e) reader engagement (Mitchell, 1993);
and (f) evocative emotional reactions (Krapp et al., 1992). The experimental
findings of Schraw et al. (1995) further indicated that only some of these
sources of interest were related significantly to subjects’ actual feeling of in-
terest (referred to as perceived interest by the authors). Furthermore, a lack
of interactions between the six sources of interest suggested that a number of
individual factors rather than complex interactive relationships between fac-
tors were responsible for the elicited situational interest. Finally, the finding
that prior knowledge ratings were only marginally related to perceived inter-
est, and they were unrelated to recall, suggested that knowledge alone is not a
sufficient factor to increase text-based (situational) interest and learning.

In an investigation that also focused on sources of interest, Wade et al.
(1999) studied the characteristics associated with self-reported interest of in-
formational (science) texts. Their findings overlap with those of Schraw et al.
(1995) in some areas such as comprehension and imagery. Other text charac-
teristics that Wade et al. (1999) found to be associated with higher interest
were novelty and importance/value.

Social aspects of the environment have also been found to influence the
development of situational interest. For example, Isaac, Sansone, and Smith
(1999) reported that working with others increased some individuals’ situa-
tional interest. Haussler and Hoffmann (1998) found that girls’ situational in-
terest was mediated by the gender of those who were present in the learning
situation. More specifically, girls’ interest in physic lessons was supported by
mono-educational classes. Hidi, Weiss, Berndorff, and Nolan’s (1998) re-
search that focused on learning in a science museum setting, indicated that
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the social structuring of the learning experience through a cooperative learn-
ing technique called a jigsaw (Aronson, Blaney, Stephen, Sikes, & Snapp,
1978; Slavin, 1991) can contribute to the elicitation of situational interest
(Hidi & Harackiewicz, 2000). Similarly, provision of scaffolds in the organi-
zation of classroom instruction can provide students with opportunities to
make connections to learning, and to maintain situational interest (Ren-
ninger & Hidi, 2002; Renninger, Sansone, & Smith, 2003). In addition, an
individual’s ability to self-regulate activity can increase his or her situational
interest. For example, Sansone and Smith (2000) and Wolters (1998) demon-
strated in separate studies that individuals can devise and use interest-
enhancing strategies to overcome boredom.

In many of the previously mentioned studies, the distinction between the
two phases of situational interest (triggered and maintained) have not been
acknowledged. However, this distinction has special educational relevance,
since research indicates that environmental factors that trigger situational in-
terest may be different from those that help maintain it (Hidi & Baird, 1986).
Mitchell (1993) empirically demonstrated that whereas group work, puzzles
and computers sparked adolescents’ interest in math, only meaningfulness of
tasks and personal involvement held and sustained (maintained) students’
interest over time. Harackiewicz, Barron, Tauer, Carter, and Elliot (2000) ex-
tended these findings by showing that factors that maintained college stu-
dents’ interest were better predictors of their continuing interest in psychol-
ogy than factors that only triggered their interest. These findings suggest that
the outcomes associated with triggered situational interest only involve short-
term changes in affective and cognitive processing, such as sudden changes in
affect and increased automatically allocated attention, whereas maintained
situational interest is more likely to have relatively longer term affective and
cognitive outcomes. For example, early studies demonstrated that interest
narrows the range of inferences people need to consider, and facilitates the in-
tegration of information with prior knowledge (Schank, 1979). Hidi and
Berndorff (1998) and Schraw and Lehman (2001) summarized the most fre-
quently found learning outcomes associated with situational interest.

Attention as a Mediator Between Interest and Learning

In general, the literature indicates that the psychological state of interest is a
positive influence on learning, and that the relation between interest and
learning is mediated by attention (e.g., Berlyne, 1960; Dewey, 1913; Hidi,
1995; James, 1890; Renninger, 1990; and Thorndike, 1935). Early on, Roe
and Siegelman (1964) defined interest as any activity (action, thought, obser-
vation) to which one gives effortless and automatic attention. Subsequent re-
search also supported the mediating role of attention between interest and
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learning (e.g., Izard, 1977; Larson, 1988; Renninger & Wozniak, 1985). Mil-
ler and colleagues (Miller & Weiss, 1982; Miller & Zalenski, 1982) demon-
strated that even children in kindergarten are aware that interest influences
their attention and subsequent learning.

The relation between interest and attention is complex however, and its im-
portance has been the subject of recent discussion. Like those who first con-
templated the relation of interest, attention, and learning, Hidi and colleagues
(Hidi, 1990, 1995, 2001; Hidi & Anderson, 1992; Hidi & Berndorff, 1998)
maintained that attention is a critical mediating variable. Anderson and col-
leagues (Anderson, 1982; Anderson, Mason & Shirey, 1984; Shirey & Reyn-
olds, 1988; etc.) and Schiefele (1998), however, claimed that attention is an
epiphenomenon that occurs simultaneously with learning, but is not causally
related to increased learning of interesting information. Their conclusions were
based on the results of a number of studies in which it was assumed that inter-
esting information is processed the same way as important information. That
is, they assumed that as readers process text segments, they rate them for inter-
est and importance and then consciously allocate attention to selected text seg-
ments. Importantly, attention in these investigations was measured through
reading and secondary task reaction times and the following predictions were
made: (a) interest would result in escalated learning; (b) interest would result in
increased attention which could be measured by slower reading and secondary
task reaction times; and (c) the increased time spent on the tasks could be
shown to be causally related to learning.

Anderson and colleagues found that whereas the first prediction pertaining
to interest resulting in increased learning was substantiated, the other predic-
tions were not. Adult readers, contrary to expectations, read interesting infor-
mation faster than less interesting information. Children, as predicted, read in-
teresting information slower than other information, however a complex
statistical analysis suggested that the relationship between attention and learn-
ing was not causal. Based on these findings, the researchers had concluded that
attention was not on the causal path between interest and learning.

In response to the Anderson (1982), Anderson et al. (1984) studies, Hidi
(1995, 2001) argued that some of the results may have been inappropriately
interpreted. They questioned the prediction that increased attention due to
interest would necessarily result in slower reading and secondary task reac-
tion times. Such predictions have been based on the paradigm that has been
used to explain the processing and superior recall of important information.
However, different cognitive and affective functioning may be involved in
processing interesting versus important information. More specifically, to de-
termine importance, readers have to evaluate information relative either to
previously processed information or to some self-generated standard, and
they have to keep continuously updating their evaluations. These operations
may significantly add to the cognitive load of the readers and the time they
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spend on the task of reading important sentences. However, to recognize that
a sentence is interesting does not require the same kind of cognitive evalua-
tion and decision making process. With the help of affective reactions, read-
ers may recognize interesting information instantaneously, without having to
compare it to previously presented information, and therefore more efficient
processing that results in faster reading and secondary task reaction times
could be predicted.

Recently, McDaniel, Waddill, Finstad, and Bourg (2000) examined
whether interest fosters greater selective allocation of attention that results in
slower text processing (Anderson, 1982), or does interest result in automatic
allocation of attention, freeing up cognitive resources in the process, and al-
lowing for more rapid processing of information (Hidi, 1990, 1995). Mc-
Daniel et al. (2000) developed stories that differed globally in how much in-
terest they generated, rather than adopting the more common procedure of
varying the interest value of individual sentences (e.g., Wade, Schraw, Bux-
ton, & Hayes, 1993). Secondary task reaction times were used to evaluate the
time needed for processing the texts. Since the beginning of stories tend to
have similar levels of interest and only as stories develop, could one expect
differences in the interest levels that they generate, the authors presented sec-
ondary task probes at various points in the stories. This procedure allowed
them to obtain and compare reaction times during the first and second halves
of the stories. The results showed that, whereas the reaction times for the
early portion of the texts did not differ across high and low interest stories, re-
action time for the second half of the narratives showed significant differ-
ences. More specifically, readers of less interesting narratives took signifi-
cantly longer time responding to the probes placed in the second half of the
texts than those reading more interesting texts.

In addition, for low interest stories, subjects’ reaction times were signifi-
cantly lower during their reading of the later parts than the earlier parts of the
text. No such differences were found for the more interesting stories. The au-
thors concluded that the readers allocated more selective attention to the
later half of the low interest stories than to the first half, while they main-
tained a fairly consistent level of selective attention allocation in the case of
high-interest stories. McDaniel et al. (2000) concluded that their findings
supported Hidi’s hypothesis that interest generates spontaneous (automatic)
attention resulting in more efficient and faster processing of information.

In none of the previously reviewed investigations did researchers specify
the type of interest that was studied. Considered in light of Hidi and
Renninger’s (2003) proposed Four-Phase Model of Interest Development, it
appears that these studies focused on readers’ psychological state in the trig-
gered and maintained phases of situational interest, elicited by the stories that
they were reading. In stories, readers do not have problems with organization
and unimportant details, nor with the evaluation of what is important versus
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what is interesting and they read faster what is more interesting. However,
reading speed and secondary task reaction times may be less appropriate
measures of the attentional processes involved in reading texts that are not
stories. For example, in the case of expository texts, not only do readers have
to process text, but they also have to deal with the evaluation of the impor-
tance of text segments and such evaluations may require allocation of selec-
tive attention that slows down the reading process. Reading times and sec-
ondary task reaction times also may not be appropriate or serve as the best
way to measure attention related to individual interest.

Research Related to Phases of Individual Interest

While individual interest can refer to forms of only more skilled (expert) per-
formance, especially among older students and adults (Alexander, 1997, this
volume), here individual interest is used to describe the motivated engage-
ment of people of all ages and all levels of skills, and it refers to a person’s rel-
atively enduring predisposition to reengage particular content(s) over time
and his or her psychological state during this engagement. Research on indi-
vidual interest addresses both the process and progress of student learning
over time. A close relation between the changing structure of a person’s long-
er lasting individual interest for content and the course of individual person-
ality development begins at a very early age (Krapp, 1999). Children appear
to develop relatively stable preferences for particular objects and these are re-
lated to their cognitive engagement (Kasten & Krapp, 1986). Furthermore,
findings from studies of young children’s free play indicate that girls and boys
will explore operations such as balance or sequencing, and will use more
strategies in their play with play objects of well-developed rather than less-
developed individual interest (Fink, 1991; Krapp & Fink, 1992; Renninger,
1989, 1990, 1992, 1998; Renninger & Leckrone, 1991).

Individual interest has been found to support school-age students’ abilities
to work with difficult texts, mathematical word problems, and school proj-
ects (Renninger et al., 2002; Renninger & Hidi, 2002) and to enhance the con-
texts within which they learn (Folling-Albers & Hartinger, 1998; Goldman et
al., 1998; Hoffmann, 2002; Hoffmann & Haussler, 1998; Renninger & Hidi,
2002). Although the presence of an identified individual interest will not in it-
self teach students skills (Renninger, 1992), it does appear to provide a forum
for learning skills when instruction, television or computer programming,
museum education, etc. is adjusted to include such individual interests as
problem solving contexts (Fay, 1998; Hoffmann & Hiussler, 1998; Ren-
ninger et al., 2002).

Schiefele and Krapp (1996) reported that among university students, indi-
vidual interest was positively related to comprehension of meaning, or prop-
ositional recall and negatively related to word, or verbatim, recall. Findings
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from this study further confirm the impact of individual interest on cognitive
functioning. Alexander and Murphy’s (1998) and Alexander, Murphy,
Woods, Duhon, and Parker’s (1997) studies of differences in the learning pro-
files of college-age students also support the importance of individual interest
to the generation of strategies for learning.

Studies of individual interest have considered the role of interest at differ-
ent developmental stages, with respect to different school subjects, across
varying educational settings including preschool and elementary school
(Renninger, 1998), secondary school (Baumert & Koller, 1998), colleges and
universities (Alexander et al., 1997; Alexander & Murphy, 1998; Krapp,
1997), and vocational education and training (Krapp & Wild, 1998; Prenzel,
1998; Wild, Krapp, Schreyer, & Lewalter, 1998). Briefly, findings from these
studies suggest that individual interest has an effect on students’ course selec-
tion (Bargel, Framheim-Peisert, & Sandberger, 1989; Drottz-Sjoeberg, 1989),
as well as their choice of occupation (Gottfredson, 1981; Krapp, 2000).
Furthermore, social relationships appear to influence both the maintenance
and continuity of individual interest (Gisbert, 1998, 2001; Pressick-Kilborn &
Walker, 2003; Renninger, 1989, 2000; Renninger & Hidi, 2002).

Studies of individual interest have also focused on mediating variables
that may explain the positive effects of interest-based learning at the level of
functional processes (Ainley, Hidi, & Berndorff, 2002; Schiefele & Rhein-
berg, 1997). Attention, as discussed previously, is one of the few variables
that have been analyzed in detail. Others include learning strategies (Alexan-
der et al., 1997; Alexander & Murphy, 1998; Wild, 2000) and emotional expe-
riences (Krapp & Lewalter, 2001; Lewalter et al., 1998; Schiefele, 1996;
Schiefele & Csikszentmihalyi, 1994). Importantly, study of the conditions
and processes that lead people to learn and continue to work with content
over time, consistently refer to the significant role of emotional experiences
associated with genuine interest (Drottz-Sjoeberg, 1989) or “undivided inter-
est” (Rathunde, 1993, 1998).

From a developmental point of view, the usefulness of acknowledging the
existence of two phases of individual interest has been suggested (Renninger,
2000). These two phases of interest include: emerging (or less-well developed)
individual interest and well-developed individual interest. An emerging indi-
vidual interest is conceptualized as a particular relation of a person to content
that is characterized by strong positive feelings for and knowledge—although
there are some conceptual and methodological differences about the promi-
nence of the role of knowledge for emerging individual interest.!

'Older students’ and adults’ knowledge about content has been assumed in some studies and
measures focus only on the affective state of individual interest, whereas other studies account
for the valuing, including feelings, and prior knowledge a person brings to engagement with par-
ticular content relative to his or her other activity.
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In contrast, a well-developed individual interest describes a relation to a
particular content for which a person has significant levels of both stored
value and stored knowledge relative to the other content with which he or she
may be engaged. The two phases of individual interest are temporally related.
An emerging individual interest is a phase of interest development that
emerges from a maintained situational interest, and may or may not transi-
tion into being a well-developed individual interest over time (Hidi & Ren-
ninger, 2003; Krapp, 2002b; Renninger, 2000).

The emergence of individual interest has been attributed to the ability to
begin seeking answers to curiosity questions—the kind of questions that en-
able an individual to begin to organize information for him or herself
(Renninger, 2000). This type of information builds on a person’s positive feel-
ings about content and his or her metacognitive awareness of what is known
and what still needs to be figured out (Prenzel, 1988). Thus, an individual
with a maintained situational interest for playing cards with family members,
may begin to notice patterns in the play that need to be factored into the
probabilities associated with people’s bidding and may wish more informa-
tion about probability in order to better his or her performance. This type of
information seeking characterizes both types of individual interest. The per-
son has ascertained particular information and has a sense of what needs to
be figured out. In working with a content of individual interest, an individual
is positioned to begin self-regulating behaviors (to seek additional informa-
tion), experience feelings of self-efficacy, and have an understanding of the
usefulness or importance of activity.

The two phases of individual interest are similar in that they can influence a
person’s attention and memory for tasks (Renninger, 1990; Renninger &
Wozniak, 1985), the strategies they bring to learning (Alexander & Murphy,
1998; Alexander et al., 1997; Renninger, 1990; Renninger et al., 2002; Ren-
ninger & Hidi, 2002; Schiefele, 1996; Wild, 2000), and the likelihood that in
these phases of interest, a person comes to identify with the content of individ-
ual interest (Hannover, 1998; Krapp, 1999, 2000, 2002a; Renninger, 2000).

These two phases of individual interest also differ. It is more likely that the
person with a well-developed, rather than an emerging individual interest for
particular content will persevere to work with content-related tasks despite
the extent of the challenge and/or the temporary experiences of frustration
such work represents (Ainley et al., 2002; Renninger, 2000; Renninger &
Hidi, 2002; Renninger & Leckrone, 1991). This ability to work through frus-
tration may indicate that the person with a well-developed interest for con-
tent is more resourceful in working with content than a person with a less-
developed interest (Renninger & Shumar, 2002). It also suggests that a
person is better positioned to anticipate next steps in the process of working
with content of well-developed rather than emerging, or less-developed, indi-
vidual interest.
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Further, the support that a person in each phase of individual interest
needs can also be expected to differ (Hidi & Renninger, 2003). A person with
an emerging individual interest is likely to need external support to persevere
in work with, develop resourcefulness for working with, and anticipate possi-
ble next steps or strategies to work with contents of interest. Whereas, a per-
son working with a well-developed individual interest would not need such
help. Instead, the person working with content of well-developed individual
interest might instead need support in the form of models or others that allow
his or her present understanding to be stretched (Renninger, 2000; Renninger
& Hidi, 2002). Identification with well-developed interest enables a person to
be both motivated and able to self-regulate his or her activity to make contin-
ued learning about content possible (Krapp, 2002b; Krapp & Lewalter, 2001;
Renninger, 2000; Renninger & Hidi, 2002; Renninger et al., 2003).

CHALLENGES AND FUTURE DIRECTIONS

In this chapter, it has been argued that research on interest is positioned to
make a significant contribution to understanding the functional relations
among motivation, learning and emotions. Three features of interest based
motivation set it apart from cognitively based motivational theories and call
for the integration of the psychological aspects of interested engagement with
findings of neuropsychological research. Specifically, (a) interest is content
specific; (b) it evolves in the interaction of the person and his or her environ-
ment; and (c) it is both a cognitive and an affective variable.

Prior research has addressed the role of interest in text learning (Hidi,
2001; Schiefele, 1996, 1999), the interrelation between interest, personal
goals, and self-concept (Hannover, 1998), and the effects of interest on learn-
ing at different developmental stages and across a variety of educational con-
texts, including preschool and elementary school (Renninger, 1992; Ren-
ninger et al., 2002; Renninger & Hidi, 2002), secondary school (Baumert &
Koller, 1998; Renninger et al., 2003), college and university (Alexander et al.,
1997; Harackiewicz et al., 2000; Krapp, 1997; Schiefele, 1999), and voca-
tional education and training (Krapp & Lewalter, 2001; Krapp & Wild, 1998;
Prenzel et al., 1998). A related line of research is focused on identifying medi-
ating variables that can explain the (positive) effects of interest-based learn-
ing in terms of functional processes (Schiefele & Rheinberg, 1997). Mediating
variables that have been analyzed in some detail include: attention (Ainley et
al., 2002; Hidi, 1995; Renninger & Wozniak, 1985), learning strategies (Alex-
ander & Murphy, 1998; Renninger et al., 2002; Renninger & Hidi, 2002;
Wild, 2000), and emotional experiences (Ainley et al., 2002; Krapp & Le-
walter, 2001; Lewalter et al., 1998; Renninger & Leckrone, 1991; Renninger
et al., 2004; Schiefele, 1996; Schiefele & Csikszentmihalyi, 1994).
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Recently, it has been suggested that the particular phase of interest under
discussion influences the nature of the relation among motivation, learning,
and emotions (Hidi & Renninger, 2003). For example, attention may be
equated with the triggering of situational interest, but depending on the
phase of interest being discussed, it may also be considered to be a mediator
of the relation between individual interest and learning.

Missing in discussions of interest research have been detailed and well-
founded analyses of the functional principles of interest-based learning. Why is
it the case that students who have an interest for the content to be learned are
more likely to reengage and learn that content more intensively and acquire a
more interrelated knowledge structure for that content? What is the interrela-
tion between interest as a content-specific motivational disposition and devel-
opment from an ontogenetic perspective (see Heckhausen, 2000; Krapp, 2003).
Answers to questions such as these appear to be within reach.

Interest research allows for the investigation of specific processes through
which interest may influence learning and student achievement. For example,
Ainley and colleagues (Ainley et al., 2002; Ainley, Hillman, & Hidi, 2002) in-
vestigated students’ interests, affective reactions, persistence, and related learn-
ing outcomes. In these investigations, traditional self-report measures were
combined with dynamic online recordings of students’ affective and cognitive
reactions while they were reading scientific and popular texts. The results
showed that students’ interest for the topics of the texts and their individual in-
terest for the domain were related to their affective responses. Their affective
responses were also associated with persistence and persistence was related to
learning. Students who reported feeling interested were more likely to continue
reading than students who were bored. Furthermore, online recordings of the
affective reactions permitted identification of points in the text where (and
when) student made decisions about whether to continue reading. Together
with findings suggesting that interest impacts students’ attention and memory
for tasks (Renninger & Wozniak, 1985) and their depth of processing
(Schiefele, 1999, 2001), it appears that interest makes a significant impact on
intellectual functioning. Furthermore, the ability to sustain and develop new
interest has also been associated with lifelong learning (Krapp & Lewalter,
2001; Renninger & Shumar, 2002; Snowden, 2001) and suggest that interest
should have a central role in pedagogical practice.

As Berninger and Richards (2002) noted, academic tasks, emotions, and
motivation are intricately linked with cognitive and executive functions in the
neural circuitry that spans subcortical and cortical regions of the brain. There
is, however, little in the way of information about ways to support the devel-
opment of positive affect and motivation so that students who do not have in-
terest for particular content can become academically motivated individuals
(for exceptions, see Sansone & Smith, 2000; Sansone et al., 1992; Sansone,
Wiebe, & Morgan, 1999). Work to support pedagogical use of situational in-
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terest as a scaffold to engagement is a step in this direction (e.g., Hidi &
Harackiewicz, 2002; Schraw & Lehman, 2001). As Renninger and Hidi’s
(2002) case study illustrated, however, students need to be supported over
time in multiple ways if deliberate interventions with situational interest are
to really have an impact on student learning. Case analyses of students’ inter-
est for learning in Latin and history classes further suggests that teachers
have a pivotal role as supporters of students’ developing abilities to develop
an interest for content, and a love of learning more generally (Renninger et
al., 2003). In particular, teachers are in a position to adjust their instruction
to meet students’ strengths, needs, and interests, and to structure the class-
room environment so that students can learn (see related discussion in Turner
et al., 2002).

Interestingly, however, it appears that interventions to support the devel-
opment of interest, or love of learning, have primarily targeted older students
and adults who because of metacognitive abilities, are also able to learn to
self-regulate their learning if they have reason to do the tasks to be learned
and take steps themselves to make these tasks more interesting (Renninger et
al., 2003). It appears that next steps for interest research might address ways
in which interest, as a locus of the integration of psychological and neuro-
scientific functioning, might inform and support conditions for learning that
would both position and enable younger students to become more focused,
motivated, and successful learners.
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CHOICES: TYPICAL BEHAVIOR
OR MAXIMAL PERFORMANCE

When modern psychology first became established in the academy by Wundt
and his students, the study of human behavior became both standardized and
often artificial. For example, the procedures of early introspection experi-
ments on sensation and perception required that observers mentally decom-
pose an image into its components and not simply say that “I perceive a
chair.” When intellectual assessments were introduced (to some degree first
by Galton, and then later by Binet), standardization was a key ingredient to
the methodology. Although one may argue whether Binet’s assessments of
intellectual abilities were more or less artificial, it is clear that Binet was inter-
ested in obtaining the child’s maximal performance. That is, Binet instructed
examinees to do whatever was appropriate (whether encouragement for one
child, or admonishment for another) in order to obtain the child’s best per-
formance on the test (e.g., see Binet & Simon, 1916; see also Ackerman, 1996,
for a review). This paradigm for assessing intellectual abilities has been
passed down through succeeding generations of assessment instruments, un-
der the heading of ‘establishing rapport with the examinee.” In the developed
world, testing is so ubiquitous, and the consequences of poor performance so
well entrenched, that by the time a high school student attempts the SAT, ora
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college student attempts the Graduate Record Examination, it is almost cer-
tainly superfluous to verbally encourage the examinee to attempt to perform
well on the test.

In contrast to ability assessment, measures of affect or personality are al-
most always concerned with assessment of typical behaviors (e.g., see Butler
& Fiske, 1955; Cronbach, 1949; Fiske & Butler, 1963). In both structured and
projective techniques of personality assessment, the client or examinee is told
to ‘respond as you would typically behave.” Structured personality assess-
ments thus ask the individual what he or she likes to do, or how he or she usu-
ally behaves in particular situations. The individual is told that ‘there are no
right or wrong answers’ on personality measures, though the individual may
not actually feel that way when the purpose of the assessment is not counsel-
ing or self-discovery, but organizational selection or placement. Note that
our consideration of affect in this chapter is on the relatively stable aspects—
that is, personality traits, rather than moods or other transient states. (For a
discussion of other approaches to affect in this context, see Linnenbrink &
Pintrich, chap. 3.)

As we discuss in the following, this traditional distinction between maxi-
mal performance and typical behaviors for intelligence and personality is in
some sense an accident of history. These respective approaches may be sub-
optimal for the comprehensive study of intelligence and affect, and it is
most certainly suboptimal for considering how intelligence and affect might
interact with one another. In the criterion domain, however, this distinction
is a useful one. That is, an investigator must understand the nature of the
criterion from this perspective. Is the investigator interested in an individ-
ual’s maximal performance (whether in terms of intellectual activities or
even in terms of personality), or is the interest more in the domain of typical
behaviors? One could reasonably argue that the larger domain of school or
job performance is much more appropriately considered to be typical be-
havior—as the criterion is best conceptualized as what the individual
achieves over an extended period of time, rather than in a brief slice of time.
Or, one might be more interested in what the individual is capable of, when
the conditions are optimized for maximal effort. For example, an individ-
ual’s preference for introverted activities may in fact be largely irrelevant in
determining whether the individual is capable of giving an effective lecture
to a large audience.

We review the constructs of cognition, affect, and conation, in terms of
both typical behaviors and maximal performance. An integrative theory is
presented that focuses on typical intellectual functioning and the inter-
actions between various trait families in determining intellectual develop-
ment and intellectual functioning. Results from empirical studies are also
reviewed, and an agenda for future research is presented.
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INTELLECTUAL ABILITIES AND TYPICAL-MAXIMAL
PERFORMANCE

Although not a precise match, Hebb’s (1942) distinction of Intelligence A and
Intelligence B and Cattell’s (1943) distinction of fluid intelligence (Gf) and
crystallized intelligence (Gc) provided a reasonably close categorization of
abilities that are associated with maximal performance and typical perform-
ance, respectively. Intelligence A and Gf are most associated with relatively
decontextualized information processing, reasoning, and memory. The pro-
totypical measures of Gf, such as the Raven Progressive Matrices Test (Pen-
rose & Raven, 1936; Raven, Court, & Raven, 1977) or the so-called Culture
Fair Intelligence Test (CFIT; Cattell & Cattell, 1957) present the examinee
with test items that allow for minimal transfer of learning or knowledge in
solving the problems. Instead, they rely on the examinee’s ability to use mem-
ory resources and reasoning skills to derive the correct answers to the items.
The Raven test is unspeeded, but the CFIT has relatively strong time limits
on performance. In both cases, the examinee must devote a maximal level of
attentional effort to obtain the highest possible score.

Tests of general information (such as are found on the WAIS-III, Wechs-
ler, 1997 or the Stanford-Binet IV, Thorndike, Hagen, & Sattler, 1986) are
good prototypes for Intelligence B and Gec—that is, knowledge that the
examinee has acquired and maintained over a long period of time. What
makes these measures particularly appropriate for assessing typical intellec-
tual performance, is that the examinee must know the information prior to
testing—it cannot be derived in the testing situation. If an examinee is asked
to name his or her state’s elected politicians, a search of long-term memory is
needed, but this activity generally requires far less intellectual effort than
solving an abstract spatial reasoning test item.

Many scales of intellectual abilities assess a mixture of typical behaviors
and maximal performance. A test of reading comprehension, for example,
draws substantially on previously learned skills and knowledge (such as
reading skills, vocabulary knowledge, and even sometimes factual knowl-
edge), and new learning (which involves allocation of working memory re-
sources to understanding a new text passage). For this reason, it is not un-
usual to find that such tests correlate substantially with both Gf and Gc
factors. Although Gc type tests can provide the best single estimate of intel-
ligence (e.g., the information test on the WAIS is the most highly correlated
subscale with overall 1Q, see Wechsler, 1944, and the Ebbinghaus comple-
tion test has the highest correlation with an estimate of Spearman’s general
ability factor (g), see Spearman [1927]), the traditional approach to omni-
bus intelligence assessment includes a wide sampling of both Gf and Ge-
associated items.
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In criterion-related validity studies, the framework of Brunswik Symmetry
(Wittmann & Sul3, 1999) is useful for considering the roles of Gf and Ge, or
maximal performance and typical behaviors. This framework states that
maximal validity is obtained when there is both a direct correspondence be-
tween the predictor space and the criterion space, and the breadth of the pre-
dictors and the breadth of the criterion are matched. That is, broad predic-
tors are most appropriate for broad criteria, and narrow predictors are most
appropriate for narrow criteria, as long as the correspondence is matched. If
the wrong narrow predictor is used to predict a narrow criterion, it will per-
form more poorly than a broad predictor. Thus, when it comes to validating
intelligence measures, a high level of Brunswik Symmetry is obtained when
the intelligence measure has ample representation of both maximal perform-
ance and typical behavior, because primary school success is predicated on
both maximal performance (e.g., aptitude tests) and typical behaviors (e.g.,
cumulative grades on homework, in-class assignments, and end of term
achievement assessments).

Such omnibus intelligence tests, however, are less well suited for predicting
post-secondary academic performance (e.g., the Stanford-Binet or Wechsler
tests have poorer predictive validities for college and university performance,
compared to primary school performance, even after taking into account the
restriction-of-range of talent and explicit prior selection at post-secondary in-
stitutions), because the criteria for academic success are dominated by typical
behavior measures (e.g., term papers and final examinations) and less de-
pendent on maximal performance. Performance in graduate school and be-
yond is better predicted by measures of domain knowledge (which falls under
the wide category of Gc and typical behavior) than it is predicted by abstract
reasoning or other general aptitude measures (e.g., see Willingham, 1974).
One of the popular criticisms of the traditional IQ-type tests is that they do
not well predict occupational performance (Anastasi, 1982). From the per-
spective provided above, it seems clear that one reason for such findings is
that there is a lack of Brunswik Symmetry, stemming from the inclusion of
maximal performance measures when they have relatively less impact on oc-
cupational performance than measures of typical intellectual behaviors.

AFFECT AND TYPICAL-MAXIMAL PERFORMANCE

Where modern intelligence assessments have increasingly focused on maxi-
mal performance (especially in terms of those who advocate using only Ra-
ven-type tests for assessing intellect), measures of affect (personality) have fo-
cused on typical behaviors. Indeed, one could argue that the underlying
theme of the trait-situation controversy—where researchers argued about
whether traits or situations had dominant influences on behavior (Mischel,
1968; Rushton, Brainerd, & Pressley, 1983) was largely predicted on a form
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of contrasting typical behaviors and maximal behaviors. That is, one theme
that emerged as a potential resolution of this controversy was the concept of
aggregation. Personality theorists argued that when behaviors are aggregated
across many situations, trait measures predict behavioral tendencies rela-
tively well. Such aggregation essentially involves an estimate of an individ-
ual’s typical behaviors. In contrast, situations can be designed to elicit behav-
iors that individuals are capable of, but would not necessarily engage in
under unconstrained circumstances.

Only a few trait researchers have attempted to assess personality specifi-
cally in the context of maximal performance (e.g., see Willerman, Turner, &
Peterson, 1976). The data are too sparse to derive any substantive conclu-
sions, but the general theme of this research is consistent with the notion that
the behavior of many individuals can be responsive to such circumstances.
Moreover, other research has suggested that personality traits may not be all
that consistent in different contexts. We can speak of traits like conscien-
tiousness, in the context of work, home, and with friends—where individuals
may have different tendencies in these different contexts (see Murtha, Kan-
fer, & Ackerman, 1996).

It is quite reasonable to speculate that not all personality traits are affected
to equal degrees under typical behavior and maximal performance conditions.
Although there are literally dozens of different posited personality traits (e.g.,
see French, 1953), in recent decades many researchers have converged on a
five-factor model of personality, which includes the most general and highly
replicated traits of Neuroticism, Agreeableness, Openness—Culture, Extrover-
sion, and Conscientiousness (Costa & McCrae, 1992; Digman, 1990; Gold-
berg, 1971; though see Block, 1995, for a contrasting view). Extroversion, for
example, seems to be more variable in typical-maximal situations—with cer-
tain limitations (see Humphreys & Revelle, 1984). That is, level of extroversion
may interact with underlying information processing capabilities, so that cog-
nitive performance of extroverts and introverts may have a relatively low level
of malleability. Moreover, responsivity may be asymmetric, such that all but
the most extreme introverts may be able to function quite well for brief periods
in highly extroverted situations (such as at a party, or giving a public lecture).
Extroverts may do reasonably well in introverted activities when required
(such as studying), but can be expected to be much more susceptible to intru-
sive interpersonal stimuli (such as when a roommate walks into the dormitory
room while the extrovert is trying to study).

It is an open question how reactive individuals are to maximal perform-
ance situations, in terms of Agreeableness, Openness—Culture, and Conscien-
tiousness. Part of the question will have to do with the strength of the situa-
tion under these circumstances (e.g., see the review by Epstein & O’Brien,
1985). Least responsive, at least on the low side, is likely to be Neuroticism.
Because there are substantial autonomic responses to perceived threats of ex-
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ternal stimuli associated with high levels of Neuroticism (Matthews & Deary,
1998), it seems likely that such individuals will have a limited ability to ignore
such stimuli, and thus respond relatively poorly in a context where low
Neuroticism is encouraged. In fact, high levels of Neuroticism and Anxiety
(which is strongly correlated with Neuroticism) do appear to be substantially
associated with performance under maximal situations—most likely because
there is a strong performance evaluation apprehension that is often triggered
under maximal performance situations, which in turn, is substantially disrup-
tive to highly anxious individuals (for a more extensive discussion of this is-
sue, see Matthews & Zeidner, chap. 6). In contrast, it should be much easier
for an individual with low Neuroticism to react as if he or she had high levels
of Neuroticism, especially if given instruction on how such an individual
would respond to the environment.

When it comes to intellectual functioning and intellectual development,
typical orientation towards learning, thinking, and problem solving are
clearly related to particular abilities. In a direct investigation of this proposi-
tion, Goff and Ackerman (1992; see also Ackerman, 1994) developed a scale
of Typical Intellectual Engagement (TIE), which asked respondents about
their preferences and typical behaviors for intellectual activities. The investi-
gators hypothesized that scores on the TIE scale would be more highly re-
lated to measures of Gc than it would be related to Gf, based on the hypothe-
sis that this personality characteristic would be associated with level of
intellectual investment over an extended period of time. Because measures of
Gf are relatively less influenced by intellectual investment, and more influ-
enced by maximal effort in the testing conditions, they were expected to have
relatively low correlations with this personality trait. This hypothesis was
supported in several separate studies of adults. A meta-analytic computation
of estimated correlations between TIE and Gf—Gc (Ackerman & Heggestad,
1997), found positive correlations between TIE scores and Ge (mean r = .35),
while TIE scores were largely uncorrelated with Gf (mean r = —.07). Similar
results have been found in more recent studies of adults between age 18 and
65 (e.g., r = .29 and r = .08 for Gc and Gf, respectively; Ackerman, 2000; and
r=.49 and r = .02 for Gc and Gf, respectively; Ackerman & Rolfhus, 1999).

CONATION AND TYPICAL-MAXIMAL
PERFORMANCE

The construct of conation or will, is usually construed to include aspects of mo-
tivation and interests—two related, but distinct domains of psychological re-
search. The concept of graded levels of effort is inherent in the construct of co-
nation. When considering interests, the inherent assumption is that an
individual will be most likely to typically devote effort when the task domain
matches the individual’s underlying interests (such as the assignment of an art
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project to individuals who are high or low on artistic interests). Clearly, as with
affective traits, the imposed situation may have a substantial overriding effect
on behaviors. A strong environmental press (such as monetary rewards) can be
effective in reducing the variance in behavior attributable to interests, at least
in the short term. In the long term, extant data suggest that a mismatch be-
tween a pattern of underlying interests and occupation or educational activities
may lead to dissatisfaction or withdrawal (e.g., see Super, 1940), which in turn,
would be expected to lead to lower levels of typical performance.

According to Holland’s (1959) theory of vocational interests, there were
two components to consider—the individual’s dominant interest theme (such
as intellectual or enterprising) and the occupational level, which is tied to the
intellectual demands of the particular job. Self-concept (what the individual
thinks he or she is capable of doing) and objective intellectual abilities com-
bine to yield an orientation toward higher or lower occupational level. Al-
though the occupational level aspect of the theory has not received as much
empirical research as vocational themes have, the issue may be complicated
by an underlying asymmetry. That is, individuals with high self-concept and
high abilities may not actually aspire to high occupational levels, but instead
may be quite content with a lower occupational level that may have fewer
work demands, and greater opportunities for avocational interests (such as
family, community, or hobbies). Individuals with low self-concept and low
abilities obviously would not realistically have the kinds of choices in occupa-
tional level that are available to high ability persons.

For distal motivational traits (such as need for achievement—nAch), indi-
viduals are hypothesized to differ in terms of their ad hoc orientation toward
accomplishing tasks, which in turn, would be associated with their desire to al-
locate effort on a task. Ceteris paribus (everything else being equal), individu-
als with low nAch will typically allocate less effort to an assigned task with
some anticipation of evaluation, while individuals with higher nAch will allo-
cate more effort. Unlike TIE, we would hypothesize that nAch would be posi-
tively related to both Gf and Gce. The reason for this is that high levels of nAch
would be associated with both short term levels of maximum effort (i.e., during
performance of a Gf test) and longer term typical effort expenditures (i.e., for
acquisition of Gc knowledge and skills). A meta-analysis of the literature sup-
ports this general assertion (Ackerman & Heggestad, 1997). Narrower motiva-
tional traits such as a learning orientation, which is conceptually closer in con-
tent to the TIE personality construct, tend to show positive correlations with
Gc and negligible correlations with Gf (Kanfer & Ackerman, 2000).

TRAIT COMPLEXES

The concept that particular constellations of traits may be more or less effec-
tive for learning was first introduced by Snow (1963). Snow called such con-
stellations of traits aptitude complexes—a concept that was central to his in-
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vestigation of various sources of aptitude—treatment interactions in learning
contexts. Ackerman and Heggestad (1997) adapted and expanded this con-
cept into trait complexes—which are considered to be constellations of traits
across cognitive, affective, and conative trait families. The conceptualization
of trait complexes does not imply the existence of interactions with learning
treatments, but instead does suggest that there is a value added (over and above
consideration of single traits or single trait families) in predicting and under-
standing adult intellectual development and express. In a meta-analysis and re-
view of the personality, ability, and interest literature, Ackerman and Heggestad
(1997) determined the existence of four broad trait complexes, called Social,
Clerical/Conventional, Science/Math, and Intellectual/Cultural.

The Clerical/Conventional and Intellectual/Cultural trait complexes have
components of all three trait families. The Social trait complex has only inter-
est and personality traits, probably because there is little extant literature on
valid social or interpersonal intelligence measures. The Science/Math trait
complex has only ability and interest components, perhaps because there is
an insufficient literature on the specific personality characteristics that are
uniquely associated with spatial and math abilities, along with realistic voca-
tional interests. The literature, however, supports that notion that the Intel-
lectual/Cultural trait complex will be positively associated with adult intellect
along the lines of Gc, the Science/Math trait complex will be associated with
Gf, and the Clerical/Conventional trait complex might only be associated
with perceptual speed and psychomotor abilities. The Social trait complex is
not associated with traditional measures of intellectual abilities—suggesting
that individuals with high levels of this complex, might not be oriented to-
ward academically oriented intellectual activities.

It should be noted that the Ackerman and Heggestad (1997) meta-analysis
and review found significant, but not large associations among many of these
variables. This finding was not particularly surprising, given the divergence
between typical behavior assessments (for personality and interests) and
maximal performance assessments (for abilities). As such, these findings pro-
vide an important starting point for evaluating the overlap among different
trait families under similar conditions (either typical or maximal), but obvi-
ously do not yield a final answer to the question of the degree of overlap
among the underlying traits.

AN INVESTMENT THEORY OF ADULT
INTELLECTUAL DEVELOPMENT

A theory that integrates the concepts of typical behavior and maximal per-
formance, trait complexes, and domain knowledge has been offered by Acker-
man (1996). The four component theoretical framework has been referred to as
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PPIK, for intelligence-as-Process, Personality, Interests, and intelligence as
Knowledge. Some basic attributes of the theory are similar to those offered by
Cattell (1957), in that there is much shared conceptualization regarding proc-
ess-type abilities (e.g., Gf) and the development of knowledge (e.g., Gce). In
Cattell’s investment hypothesis, Gc grows out of the investments of Gf. Other
influences, such as personality, interests, and so on affect both intellectual de-
velopment and other domains (such as scholastic achievement)—for details see
Cattell (1971/1987). There are also salient differences between Cattell’s ap-
proach and the PPIK approach. Domain knowledge is contained within
Cattell’s original depiction of Gce, but as noted by Cattell, was seen as impracti-
cal for assessment, because one might need a test for every identifiable area of
knowledge. Instead, most Gc assessments focus on knowledge that is common
to a dominant culture, or they focus on verbal knowledge and skills (such as
reading comprehension and general vocabulary). In contrast, the criteria of in-
terest for the PPIK approach are the breadth and depth of content, or domain
knowledge, for two important reasons: The first reason is that there is extant
justification that for most intents and purposes, adult intellectual effectiveness,
in terms of what tasks an individual can perform, is determined more by what
the individual knows and less by the individual’s ability to perform context-
independent working memory or abstract reasoning tasks. The second reason
is that, rather than approaching the question of commonality among cogni-
tion, affect, and conation by only looking at laboratory tasks that have little in
the way of real-world relevance, the question of commonality might best be ap-
proached by looking for communalities where they are most likely to be
found—that is, in terms of what the individual brings with him or her to the as-
sessment situation.

The PPIK approach gains a substantial degree of Brunswik Symmetry be-
tween predictors and criteria, and at the same time, it takes the investigation
of adult intellectual development beyond analysis of obscure laboratory tasks
that only tend to show that middle-aged and older adults are less able learn-
ers of trivial tasks, when compared to younger adults. One key hypothesis for
the PPIK approach is that, when one considers that middle-aged and older
adults are likely to have much higher levels of investment in acquisition and
maintenance of domain knowledge than do younger adults, it is likely that
the average middle-aged adult is quite a bit more knowledgeable than the
average 18-year-old. Given the notion that knowledge is a more important
determinant of intellectual performance (e.g., see Hunter, 1983), the PPIK
approach suggests that inclusion of domain knowledge, along with intelli-
gence-as-process and traditional measures of Gc, might yield an evaluation
that shows that, on average, middle-aged adults have higher overall intelli-
gence than younger adults. Such an orientation is consistent with the specula-
tions of many investigators over the past 70 or so years (e.g., see Miles, 1934),
but is inconsistent with the traditional IQ or g-centered approach that sug-
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gests peak levels of intelligence are found in the 18-25-year-old population
(e.g., see Raven, Court, & Raven, 1977; Wechsler, 1944, 1997).

From a trait-complex perspective, the PPIK approach views particular
complexes as supportive or impeding of the development of domain knowl-
edge, or as supportive of one domain over another; to the degree that the
complexes are associated with both the intensity and the direction of intellec-
tual investment over long time periods. Integrating the PPIK perspective and
the trait complexes found by Ackerman and Heggestad (1997), predictions
can be made for the patterns of influence and development of adult domain
knowledge. Figure 5.1 illustrates the framework and a set of predicted rela-
tions among traditional Gf and Gec ability measures, trait complexes, and
knowledge across domains of physical sciences—technology, civics, humani-
ties, current events, and business. Consistent with Cattell’s theory, traditional

Intellectual  Personality/Interest/Self- Domain
Abilities  Concept Trait Complexes Knowledge

% Physical Sciences/

Technology
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FIG. 5.1. A conceptual representation of the PPIK theory, including tradi-
tional measures of fluid intelligence (Gf), crystallized intelligence (Gc), four se-
lected trait complexes, and five knowledge domains. Dotted arrows indicate
negative or impeding influences, and solid arrows indicate positive or suppor-
tive influences.
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measures of Ge are viewed as resulting from early investments of Gf. Subse-
quent domain knowledge acquisition and maintenance is a function of Gf
and Gec abilities, both as direct influences and indirectly through positive in-
fluences of Science/Math and Intellectual/Cultural trait complexes, and
through negative influences of Clerical/Conventional and Social trait com-
plexes. Not shown is an important developmental component, which is that
increments in domain knowledge will result in small, but significant incre-
ments in traditional measures of Gc (because such measures sample broadly
from many of the areas of domain knowledge—especially those that are gen-
eral to the wider cultural milieu). It is important to note that one key differ-
ence between the traditional Gec approach and the current approach is that
domain knowledge is envisioned to include many different areas that individ-
uals in a culture do not share, such as occupational knowledge and avoca-
tional knowledge. Thus, acquisition of domain knowledge in most areas
(such as technical jargon, or specific job-relevant information) will probably
have a very limited effect on traditional Gc measures.

EMPIRICAL DATA: TRAIT COMPLEXES
AND DOMAIN KNOWLEDGE

Although longitudinal data are necessary to test the developmental elements
of the PPIK theory, the cross-sectional data collected to date have provided
broad support for several aspects of the approach. Below we provide a few il-
lustrations of the results from these studies, in the context of basic age-related
patterns, and trait complex associations.

Age and Domain Knowledge

In a study of 228 adults between age 21 and 62, all of whom had achieved at
least a baccalaureate level of education, Ackerman (2000) administered a
large battery of traditional Gf and Gc ability tests, along with measures of
personality, interests, and self concept, to obtain trait complex measures. In
addition, 18 separate domain-knowledge scales were administered to the par-
ticipants. The domains included physical sciences and technology (e.g., chem-
istry, physics, biology, technology), civics (e.g., U.S. history, U.S. govern-
ment, economics), humanities (e.g., art, literature, music), and business (e.g.,
management, law). As would be expected from the extant abilities literature
(e.g., Horn, 1989), middle-aged adults performed on average, more poorly
than younger adults on Gf tests (rgp . = —39) and performed slightly better
on Gc tests (rge,e = +.14). Scatterplots for these abilities and age are shown in
Fig. 5.2. A single composite of Gf and Gc that ignored domain knowledge
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FIG. 5.2. Scatterplots of data from Ackerman (2000). The scatterplots each show
age (the abscissa) and z-score (ordinate) for fluid intelligence (Gf), crystallized intelli-
gence (Gce), an aggregated score across all of knowledge domains, and an equally
weighted composite of Gf, Gc, and the aggregated knowledge score. Symbols repre-
sent each participant. N = 228.

yields a significant negative correlation with age (r, g
the existing literature on age and intelligence.

For the most part, the knowledge domains were well represented in the
academic world, and thus could be considered to give an advantage to
younger adults, in comparison with middle-aged adults, who would be fur-
ther removed from the academic environment. Nonetheless, scores on only
three knowledge domains were significantly negatively related to age—they
were all in the sciences domain (physics, chemistry, and biology). Ten of the
remaining domain knowledge tests were significantly positively related to
age, meaning that middle-aged adults performed, on average, better than
the younger adults. If we average across all of the 18 knowledge domains,
there remained a significant positive correlation between age and perform-
ance (yggregated domain knowledgeage — T-19). TO be consistent with the notion that
typical performance (reflected by Gc and domain knowledge scores) is a
more important component of adult intelligence than Gf (or intelligence-as-

= —.14), consistent with
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process), we might obtain an estimate of overall adult intellect that more heavily
weights Gc and domain knowledge in comparison to Gf. Such a weighting
would certainly indicate that, according to this definition, middle-aged adults are
more intelligent than younger adults. With an equal weighting of Gf, Gc, and
overall domain knowledge, the correlation between age and overall intellect is
essentially zero (Feompositeage = —02), which indicates that middle-aged adults are,
on average, equally intelligent, compared to younger adults.

In this study, three of the four trait complexes identified by Ackerman
and Heggestad (1997)—Science/Math, Intellectual/Cultural, and Social
were assessed. The complexes were derived from a joint factor analysis of
ability, personality, interest, and self-concept measures. A simple structure
solution was obtained with an orthogonal rotation—which means that the
trait complex scores were essentially uncorrelated with one another. That is,
individuals can have widely different patterns of trait complex profiles (e.g.,
high on one, low on others, high on all, low on all, etc.). Thus, an individual
could have high Intellectual/Cultural trait complex and would be just as
likely to have high, medium, or low scores on the Social trait complex. Cor-
relations between derived trait complex scores (after the ability components
of the trait complexes were removed) and composite domain knowledge
scores are shown in Fig. 5.3. As the figure indicates, individuals with high
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FIG. 5.3. Correlations between trait complex scores (after ability measures
were removed) and domain knowledge for Physical Sciences, Civics, Human-
ities, and Business composites. Shown are correlations with Social, Science/
Math, and Intellectual/Cultural trait complexes. Data from Ackerman (2000).
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levels of the Science/Math trait complex were likely to have much higher-
than-average scores on physical sciences domain knowledge, and somewhat
higher scores on civics and business knowledge. Individuals with high Intel-
lectual/Cultural trait complex scores were most likely to have high humani-
ties domain knowledge levels, but also had greater than average scores on
the other knowledge domains. Those individuals who had high Social trait
complex scores, however, were likely to be less knowledgeable about all of
the knowledge domains assessed. Overall, these results are consistent with
two predictions: (a) Science/Math and Intellectual/Cultural trait complexes
that are supportive of domain knowledge and that the Social trait complex
was impeding of domain knowledge; and (b) for the two supportive trait
complexes, they differed in their respective correlations with the kinds of
domain knowledge. The results, then, support the idea that these trait com-
plexes are associated with the direction and intensity of domain knowledge
for adults across a substantial age range.

Trait Complexes, Domain Knowledge, and Gender
in a College Sample

Another study of the PPIK approach focused on individual differences in
abilities, trait complexes, and domain knowledge in a sample of college stu-
dents (Ackerman, Bowen, Beier, & Kanfer, 2001). In this study, a sample of
320 first-year college—university students was administered a battery of meas-
ures similar to that of the Ackerman (2000) study, along with additional
measures of personality, motivational traits, and background experiences. A
structural equation model of the ability determinants of domain knowledge is
shown in Fig. 5.4. The model provides a useful demonstration that for these
young adults, even though Ge is substantially determined by individual dif-
ferences in Gf, the effects of Gf on domain knowledge are largely indirect (ex-
cept for physical sciences/technology knowledge). That is, the influence of Gf
on domain knowledge is through its influence on Ge¢, and Ge is substantially
positively associated with all domains investigated in the study.

In this study, we largely replicated the derivation of two trait complexes
that are predicted to be supportive of domain knowledge—Science/Math/
Technology and Verbal/Intellectual. The latter trait complex was expanded
from previous studies to include achievement-oriented motivational traits of
Desire to Learn and Mastery orientation (Kanfer & Heggestad, 1997, 2000).
In addition, we effectively separated two aspects of the Social trait complex—
a Social Potency/Enterprising trait complex and a Social Closeness/Feminin-
ity trait complex. Finally, a fifth trait complex of Traditionalism/Worry/
Emotionality was derived—it included personality measures, but also avoid-
ance-related motivational traits (the Worry and Emotionality scales refer
specifically to performance contexts—Kanfer & Heggestad, 2000). Consis-
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FIG. 5.4. LISREL structural equation model for ability factors and knowl-
edge factors. Lines indicate significant path coefficients. Gf = fluid intelligence;
Gc = Crystallized intelligence. Reprinted from Ackerman et al. (2001). Copy-
right American Psychological Association. Reprinted by permission.

tent with the PPIK theory, and with the earlier results, Science/Math/Tech-
nology trait complex was supportive of knowledge in the Physical Sciences/
Technology domain, and the Verbal/Intellectual trait complex was suppor-
tive of knowledge in all of the measured domains. A structural equation
model of the trait complexes and domain knowledge is shown in Fig. 5.5.
Even though this sample was undoubtedly restricted in range at the higher
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end of academic orientation, the other three trait complexes showed clearly
negative associations with the measured knowledge domains.

Of some importance to those studying gender differences, men had signifi-
cantly higher scores on the Science/Math/Technology trait complex, and
women had significantly higher scores on Social Closeness/Femininity and
Traditionalism/Worry/Emotionality trait complexes. These trait complex dif-
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ferences accounted for some, but not all, of the gender differences in domain
knowledge—where women tend to perform more poorly overall (for an ex-
tensive discussion of this issue, see Ackerman, 2002; Ackerman et al., 2001).
Results from other studies have been consistent with these findings (e.g., see
Rolfhus & Ackerman, 1999), and have extended the investigation to include
domain knowledge in current events (Beier & Ackerman, 2001) and health
and nutrition (Beier & Ackerman, 2003). However, in the current events do-
main knowledge, few gender differences were noted, and in the health and
nutrition knowledge domains, women outperformed men on average. To-
gether, these results show the efficacy of the PPIK approach for the trait
complex determinants of individual differences in domain knowledge—
which represent an important component of typical performance on intellec-
tual tasks.

CHALLENGES AND FUTURE RESEARCH

The chapter has focused mainly on typical behavior and maximal perform-
ance, but it should be clear that these are extreme endpoints of a single con-
tinuum. Many different variables are certain to influence the level of effort
put forth, both across individuals, but also within-individuals. In some ways
this issue is similar to the underlying trait versus situation debate that con-
fronted personality theorists in the 1960s and 1970s (e.g., see Mischel, 1968).
Mischel initially argued that personality traits were largely unpredictive of
behaviors, whereas behavior was largely determined by situations instead.
The major source of resolution to the controversy was the notion of aggrega-
tion of behavior—that is, when multiple behaviors are observed across many
situations, the influence of personality traits in predicting behavior was much
greater.

Environmental Press or Situations

The aggregation issue is not only central to the trait versus situation contro-
versy, it is an integral aspect of the typical behavior perspective described
here. Thus, an appreciation of the situation, or more precisely, the level of en-
vironmental press, will be an important component of future progress in this
area. Numerous investigations of motivational interventions, such as the ex-
tensive literature on goal setting (e.g., see Kanfer, 1991, for a review), provide
some insight into the determinants of effort allocations. Nonetheless, there is
not a taxonomy of situations that can predict how much effort will be ex-
pended under a particular environmental press. Ironically, the elicitation of
effort under aptitude and intelligence testing conditions is probably one of
the few situations that psychologists and educators use (or even could use)
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that maximizes individual effort. Aside from valued sports competitions, the
availability of substantial monetary awards that are characteristic of tele-
vised game shows, or a few isolated educational situations (such as a final
oral examination), and few other interventions are similarly effective in ob-
taining maximal levels of effort for all or most individuals. Past research has
suggested that less severe situations often don’t have a great influence on spe-
cific behaviors (see Funder & Ozer, 1983, for a discussion of this issue).

The effectiveness of miscellaneous extrinsic motivational interventions,
such as competition in the classroom, personalized goal setting, small mone-
tary rewards, and the like, almost certainly interact with interindividual dif-
ferences in motivational and personality traits. Individual differences in
nAch, in competitive excellence, in social potency, susceptibility to demand
characteristics, and a variety of other needs (e.g., see Murray, 1938) will af-
fect the utility of performance differentially (see Kanfer, 1987), and thus af-
fect the level of effort allocated by different individuals to the task at hand. In
addition, individuals differ in their own personal effort-utility function
(Kanfer, 1987). That is, some individuals seek a low level of typical effort to
most tasks, while others seek a higher level of effort, even under the same de-
gree of situational press. There are probably underlying personality and
physiological bases to this variable (e.g., Guilford’s notion of activity—see
Guilford & Zimmerman, 1957). Just being able to assess what proportion of
the individual’s total effort available is actually allocated to a task would be
an important contribution to the field.

It is unknown to what degree long-term environmental presses have on
typical behaviors. The concept of a long-term environmental press may be
implicit, but it is central to innumerable educational interventions (such as
enrolling a child in a challenging private school environment or taking an ex-
tensive scholastic aptitude test preparation course). In some sense, school in
general, or job training programs can be thought of as long-term environ-
mental press interventions. In many cases, the long-term goals of the individ-
ual are instrumental determinants of an increase in typical intellectual effort.
An intention to make partner in an accounting firm or a law office, or to be-
come a board-certified physician, can be expected to change an individual’s
typical intellectual effort, at least until such time as the goal is reached (or
failure occurs). We would speculate that this is a fundamental issue in the
process of acquiring tenure in academic settings. That is, some individuals
choose to devote extraordinary levels of intellectual effort through the seven
or so years it takes to achieve tenure. We cannot remember how many tenure
meetings we have attended where the central question on the minds of many
discussants is ‘Does the individual’s scholarly output represent his or her
baseline level, or could one expect that output level will drop precipitously
once tenure is granted?’ This question is a fundamental one about inferring
typical intellectual engagement from observation of what may be either typi-
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cal, maximal, or some in-between level of effort. As many commentators of
the academy appear to agree, there is great difficulty in efficiently making the
prediction of typical behavior from observations under what may be maxi-
mal effort conditions.

Effort Demanded Versus Effort Allocated

The literature on attention and performance (e.g., Kahneman, 1973; Norman
& Bobrow, 1975) has an excellent set of models that relate attentional effort
to task performance. However, validating such models has been extremely
difficult (e.g., see Navon, 1984), partly because it is exceedingly difficult to
get participants to provide finely graded levels of effort to a task that is more
than trivially easy (e.g., see Wood, Mento, & Locke, 1987). The methodolo-
gies of secondary-task, dual-task, or timesharing procedures have been
adopted in an attempt to examine the relations between effort and perform-
ance, to mixed success (e.g., see Ackerman, 1984). We believe that the reason
for the difficulty in obtaining graded levels of effort from individuals in the
laboratory, and in the field, is due to an underlying constraint—that of the re-
lationship between the effort demanded by the task and the individual’s de-
sired level of effort. That is, as we have seen in numerous studies, difficult
tasks (as long as they are not impossibly difficult) demand greater amounts of
attention from the participants, and as such, many (but not all) participants
end up allocating more attention to the task than they may have intended to,
prior to engaging the task. In some sense, the task draws-in the participant;
much in the way that inclement weather or traffic problems will cause the in-
dividual to have a substantial increase in latency and decrease in attention to
a cell-phone conversation. The long-term effects of task demands—whether
they are higher or lower than the individual’s typical intellectual effort are
unknown. It may be that, consistent with a generalization of Helson’s (1948)
adaptation level theory, the individual may shift in typical level of effort to
better adjust to the demands of the ongoing tasks. If something like this
scheme actually operates, it may be that typical intellectual engagement is not
necessarily stable over the adult life-span, but it may change in predictable
ways in conjunction with task—job demands.

Longitudinal Study and Developmental Hypotheses

The PPIK theory is essentially a developmental approach. However, in the
absence of longitudinal data, it is not possible to ascertain the nature of inter-
actions among cognitive, affective, and conative determinants of adult intel-
lectual development. It is likely that, as proposed by Holland (1959), that in-
terests, personality, self-concept, and ultimately abilities and knowledge
develop in an interactive fashion. Initial success at a particular task or family
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of tasks (such as math or writing) can be expected to result in an increase in
interest to perform such tasks in the future. If the interests are followed-
through, domain knowledge will increase in that area, which in turn will both
result in an increment in self-concept and interests, in a virtuous circle. In
contrast, early failures at a task may be expected to decrement interests, and
thus result in both lower self-concept and avoidance of future opportunities
to acquire domain knowledge—a vicious circle. Although these hypotheses
have intuitive appeal, experimental confirmation awaits the expense and time
necessary to construct and evaluate longitudinal studies. We have found the
nomothetic approach to determining development and change to be a quite
useful one. On the one hand, it is important to note that although this ap-
proach captures a substantial portion of the variance in behavioral predic-
tion, individual lives are undoubtedly more complicated than can be captured
from such a perspective. On the other hand, the trait complex perspective al-
lows for a profile approach to describing individuals. An adequate profile
might include an array of trait complex scores, traditional ability measures,
and measures of the breadth and depth of knowledge. While this does not
quite reach an ideographic level of description for an individual, it goes far
beyond traditional approaches, and it allows for an integration that usually
requires a trained psychometrist to qualitatively assemble different, but re-
lated, domains of assessments to provide vocational or academic advice.
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Real-world intellectual problem-solving operates in concert with motiva-
tional and emotional processes, sometimes harmoniously and sometimes dis-
cordantly. Our aim in this chapter is to explore the nature of systematic indi-
vidual differences in the process of solving problems posed by adaptation to
life challenges. We focus on personality as a systematic influence on cogni-
tion, motivation and affect, in line with Kihlstrom and Cantor’s (2000) sug-
gestion that personality represents social intelligence. That is, personality re-
flects the cognitive structures that guide the individual’s interpersonal
behavior in solving the problems of everyday social life. As Kihlstrom and
Cantor (2000) stated, social behavior is intelligent: cognitive processes of per-
ception, memory, and reasoning support progress toward personal goals.
This chapter focuses on nomothetic constructs, by contrast with Kihl-
strom and Cantor’s (2000) ideographic perspective on personality. We link
stable personality traits to characteristic modes or styles of adaptive social
problem-solving, expressed in cognitive, emotional, and motivational proc-
esses. We also describe how more transient state factors relate to short-term
adaptive choices. Our thesis is that traits and states are supported by a pleth-
ora of separate self-regulative processes, which may be categorized via two
dimensions. These are: (a) their degree of abstraction from brain functioning
(low-level vs. high-level processes), and (b) the domain of psychological func-
tion to which they belong (cognition, motivation, or emotion). Traditionally,
intellectual functioning is seen as a set of high-level cognitive processes. Indi-
vidual differences in these processes are captured by conventional ability
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tests, that are only weakly related to measures of personality traits, implying
that intelligence and personality represent two largely separate spheres of in-
quiry (see Ackerman & Heggestad, 1997; Zeidner & Matthews, 2000).

We adopt a broad view of intellectual functioning. Social problem solving
requires more than just the abstract processes of analysis and reasoning that
are at the core of conventional intelligence. Studies of practical intelligence
(e.g., Sternberg & Grigorenko, 2000) emphasize that much real-world exper-
tise is supported by acquired skills tailored to a particular problem or con-
text. We argue that individual differences in such expertise are shaped by ba-
sic biological and cognitive processes, as well as situational exposure. In
addition, reasoning processes are biased by other, parallel cognitive processes
such as selective attention and retrieval from memory, and by emotional and
motivational influences. For example, in real life, decision making may be bi-
ased due to selective processing of data, excessive emotional commitment to a
course of action, and impulsive action motivated by external pressures
(Mann, 1992). Thus, our approach is to see intellectual functioning as one as-
pect of a wider self-regulative process that is not captured well by standard
ability tests.

It is a considerable challenge to relate the multiplicity of processes sup-
porting self-regulation to personality factors. The traditional trilogy of mind
represents domains of cognition, emotion, and motivation (or conation) as
distinct, though interacting, mental systems (Hilgard, 1980). Mayer, Frasier
Chabot, and Carlsmith (1997) set out the case for treating the domains as
three separate systems, each with its own function, developmental onset, tem-
poral characteristics, and brain localizations (consciousness may reflect a fur-
ther domain). At the same time, there is considerable conceptual and empiri-
cal overlap between the different systems. Theories of basic emotions link
each emotion to characteristic cognitions and action tendencies (Lazarus,
1993). Anger, for example, relates to attributions of hostility to others, and
motivations to strike out at others. Personality traits are increasingly defined
in terms of the trilogy. Extraversion and neuroticism have been related to
positive and negative affect, conscientiousness to achievement striving, agree-
ableness to social beliefs and motivations, and openness to intellectual inter-
ests. An exceedingly rich empirical literature shows that traits predict many
criteria relating to emotion, cognition and motivation (Matthews, Deary, &
Whiteman, in press).

The picture is similar for transient states. The state construct is best known
from studies of affect, that is, basic moods and more differentiated emotions.
However, it is difficult to disentangle affective from cognitive and motiva-
tional states. Stress may be experienced not just as affects such as tension and
unhappiness, but also through disturbances in cognition (e.g., worry) and
loss of motivation, as in the burnout syndrome (Matthews et al., 2002). Thus,
transient impairments of intellectual functioning induced by stressors such as
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evaluation anxiety (Zeidner, 1998) are typically part of a more far-reaching
change in mental state.

In this chapter, we outline a cognitive-adaptive perspective on the overlaps
between emotion, cognition and motivation found in differential psychology.
It explains trait and state effects on intellectual functioning as one aspect of
self-regulation, the set of processes and behaviors that support pursuit of per-
sonal goals within a changing external environment (Matthews, Schwean, et
al., 2000). Processes associated with separate domains are linked adaptively,
in supporting common self-regulative goals. Effective adaptation to environ-
mental demands requires some coherent integration of processes within the
three domains in support of common self-regulative goals, including but not
limited to intellectual processes. This functional organization generates con-
sistencies at the level of both states and traits. We will also argue that cogni-
tion is the most fundamental of the trilogy for understanding individual dif-
ferences.

It is convenient to conceptualize adaptation and self-regulation as operat-
ing over longer and shorter time spans. Over the long term, self-regulation
acts to fulfill important personal goals, as expressed in constructs such as life
tasks and personal strivings (e.g., Emmons, 1997). In differential psychology,
long-term self-regulation has been explored most often through studies of ba-
sic needs (e.g., achievement motivation) and, more recently, motives toward
self-determination, such as autonomy (Ryan & Deci, 2000). Over the short-
term, self-regulation is directed toward the demands of the immediate situa-
tion, including stressful situations that the person might prefer to avoid. Ex-
posure to challenging situations in part reflects the person’s long-term aims,
but also reflects environmental factors outside of personal control. Changes
in state, such as increased anxiety, have been explained by models of self-
regulation that focus on coping with some immediate discrepancy between
preferred and actual status (e.g., Carver & Scheier, 1988; Matthews, 2001).
Often too, there is an element of conflict between long-term and short-term
regulative activities. For example, students are motivated to take examina-
tions to work towards long-term motives of achievement and security, but, at
the same time, often find exposure to the test environment distressing.

We do not suggest any fundamental difference between long- and short-
term adaptation. For example, both may be controlled by goals at different
levels within a goal hierarchy (Powers, 1973). However, we can separate them
as fuzzy concepts as shown in Table 6.1. Specifically, long-term goals are
more related to the stable needs, values, and beliefs of the self. In addition,
they are less constrained by noncontrollable attributes of the environment,
and they promote self-directed action. Over the longer term, changes in be-
havior reflect acquisition of competencies and skills, whereas short-term be-
havioral variance reflects how effectively those competencies are expressed in
performance. We emphasize this is a rough and ready distinction, in that
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TABLE 6.1

Typical Properties of Long-Term and Short-Term Adaptive Processes
Timescale Long-Term Short-Term
Determinants of action Self-directed Reactive to circumstances
Temporal constraints Low High
Choice of environments High Low
Behavior change reflects: Competence Performance
Individual difference constructs Stable traits Transient states

long-term adaptation may be disrupted by unexpected events, and short-term
adaptation may be eased by prior planning and familiarity.

We seek to relate long-term goals to personality and short-term goal to
states. Hence, we first present a cognitive-adaptive perspective on traits. We
focus especially on extraversion and neuroticism, the traits for which the be-
havioral data base is richest. We relate each trait to specialized adaptive
goals, and to biases in cognition and self-regulation that support attainment
of those goals. We discuss how these biases influence the course of intellectual
functioning and social problem solving. Next, we present an analysis of
states, focusing on recent work that discriminates integrated complexes of
emotional, cognitive, and motivational states. We argue that state responses
in performance settings reflect the person’s short-term adaptive goals, and
modulate the dynamic transaction between person and situation. States are
influenced by the person’s appraisal of the personal relevance of the task, and
themselves affect information processing, coping strategy, and task perform-
ance. Implications of this bidirectional process for intellectual functioning
are discussed. This chapter is concerned primarily with conceptual issues:
what traits and states mean as psychological constructs spanning the trilogy
of mind, and their implications for intellectual functioning. Thus, we do not
present detailed reviews of empirical studies (see Matthews, 1997, 1999;
Matthews, Schwean, et al., 2000; Zeidner, 1998; Zeidner & Matthews, 2000).

PERSONALITY TRAITS: A COGNITIVE-ADAPTIVE
FRAMEWORK

Traditionally, personality traits have been linked to individual differences in
brain function, consistent with evidence for the heritability of traits. For ex-
ample, interactive effects of personality and environmental stressors on intel-
ligence test performance have been attributed to overarousal of the cerebral
cortex (see Revelle, 1993). We do not deny the biological substrate for per-
sonality. However, biological models have proved to be of limited use in ex-
plaining the behavioral correlates of traits (Matthews & Gilliland, 1999). Ef-
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fects of traits on objective performance are moderated by cognitive factors
that are difficult to conceptualize in biological terms. Thus, the way is open
for a psychological account of traits, within which the neurological charac-
teristics of traits may be seen as partial or indirect influences on behavior,
rather than the sole basis for theory.

An Example: Extraversion-Introversion

We outline our cognitive-adaptive model initially with regard to extraver-
sion—introversion. A key observation is that traits are expressed behaviorally
through many qualitatively different kinds of criterion measure, representing
all three domains of the trilogy of mind. Furthermore, traits relate to criteria
abstracted to different degrees from the neural substrate, ranging from low-
level responses such as the startle reflex to high-level self-beliefs, cognitions,
and metacognitions with greater intellectual content (Matthews, Schwean, et
al., 2000). Figure 6.1 summarizes some illustrative correlates of extraversion-
introversion from this perspective: higher-level constructs are placed further
out in the pie. Thus, intellectual functions are located toward the periphery of

GOGNITION

Task-focused coping
High self-efficacy
Challenge appraisal

Effective performance under stress
Superior dual-task
Fluency of speech production

Low cortical Brain systems for
arousability approach/reward
Positive affect Social and s
enterprising A
% interests Av
O, &
0 . .
0 Increasing abstraction from
neural substrate

FIG. 6.1. Examples of cognitive, emotional, and motivational correlates of
extraversion.
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the cognitive segment. Some data explicitly link extraversion—introversion to
intellectual performance. Several studies show that extraverts perform better
than introverts on intelligence tests under conditions of high stress or arousal,
although the extraversion—arousal interaction reverses in the evening (Re-
velle, 1993). These results are paralleled by similar interactive effects on infor-
mation-processing tasks requiring semantic processing (Matthews & Harley,
1993). There are also stylistic differences between extraverts and introverts,'
in that extraverts are poorer at reflective problem solving, because they exit
from the problem prematurely (Matthews, 1997).

A second observation is that the magnitude of correlations between
extraversion and behavioral criteria is typically quite small (e.g., 0.2-0.3).
The paradox of personality is that constructs such as those of the Big Five
(Goldberg, 1993) emerge very strongly in psychometric studies, and yet the
role of personality is often elusive when we look at physiological and cogni-
tive functioning in controlled experiments (Matthews & Gilliland, 1999). We
note briefly that we reject the view that extraversion is essentially dis-
positional positive affect (Watson, 2000). Studies of mood in controlled envi-
ronments show that correlations between extraversion and affective states
are typically around 0.1-0.4 (Matthews & Gilliland, 1999). Extraversion may
indeed relate to general life satisfaction, but this itself is a complex construct
with multiple facets. The picture that emerges from empirical studies (e.g.,
Matthews, 1997) is that there is no single master process that determines level
of extraversion—introversion, irrespective of whether we look at psycho-
physiological constructs, information processing or high-level goals, and self-
knowledge. Instead, extraversion is distributed across multiple processes at
different levels of abstraction.

With regard to the trilogy, the higher level correlates of extraversion in-
clude dispositional happiness (emotion), self-efficacy beliefs (cognition), and
social interests (motivation). Lower-level correlates include more positive
moods (emotion), sensitivity of brain mechanisms for reward (motivation),
and biases in attentional and memory processes (cognition). Even at the level
of molecular genetics, the emerging evidence suggests that extraversion will
relate in small ways to many genes (e.g., Plomin & Caspi, 1998).

The multifarious correlates of extraversion present a unique challenge for
theory. The simple approach, of finding one key physiological or psychologi-
cal process that will explain all the data, seems unlikely to succeed. However,
an adaptive perspective may be more productive. Many of the correlates of
extraversion appear to point in the same direction—toward an adaptation
for demanding social environments (Matthews, 1997; Matthews & Dorn,

'Tt is convenient to contrast behavioral differences between ‘extraverts’ and ‘introverts’, but
note that extraversion-introversion is a continuous variable, not a typology.
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1995). Extraverts excel at behavioral tasks which mirror the cognitive de-
mands of social encounters, such as speech production, verbal short-term
memory, retrieval of verbal material from memory, resistance to distraction,
and rapid response. The extravert seems to be designed to be an effective con-
versationalist: speaking quickly and fluently, keeping track of the conversa-
tion, and retrieving topics to speak about. Indeed, these skills might be seen
as an emotional intelligence for handling demanding social encounters
(Matthews, Zeidner, & Roberts, 2003). Furthermore, social encounters with
strangers are prone to be stressful and arousing, so that extraverts’ superior
intellectual abilities in arousing environments (Revelle, 1993) may also sup-
port the higher-level adaptation.? Motivational and emotional attributes of
extraversion may support similar functional roles, including, of course, the
social interests of extraverts. Positive affect has also been linked to sociability
(Argyle & Lu, 1990).

By contrast, the cognitive strengths of introversion, including good sus-
tained attention and reflective problem solving, are supportive of more soli-
tary, reflective activities. In terms of intellectual functioning, introverts are
well-equipped to persist in efforts at problem solving that may eventually
lead to problem solution (Matthews, 1997). Introverts’ capacity to resist
boredom and sustain attention in monotonous environments supports this
adaptation. These cognitive and motivational qualities of introversion may
be advantageous in higher education. Several studies (see Furnham &
Heaven, 1999) concur that introverts tend to attain higher academic grades
than do extraverts, perhaps because college requires solitary study. Extra-
verted children may do better in school, because of the greater emphasis on
classroom participation. Consistent with these hypotheses, introverted stu-
dents do well at essay writing, but extraverts are more likely to participate in
oral seminar activities (Furnham & Medhurst, 1995). Thus, extraversion—in-
troversion influences the academic strengths and weaknesses of the student.

So far, we have just the general observation that the various correlates of
extraversion seem like they should help the extraverted individual to adapt
to socially demanding environments. How can we take this idea further,
by understanding how self-regulation relates to personality dynamically?
Matthews (1999) pointed out that, for the most part, adaptation to real-life
pressures and demands depends on acquired skills rather than fundamental
components of information processing. Furthermore, skills are linked to spe-
cific contexts: Verbal skills for making friends and influencing people at a
party may not generalize to other social settings, such as seeking a loan from
one’s bank manager.

2Matthews and Harley (1993) suggest that circadian variation in extraversion effects reflects
an adaptive mechanism that maintains cognitive efficiency in the evening hours during which
much social interaction takes place.



150 MATTHEWS AND ZEIDNER

The cognitive-adaptive framework for personality identifies individual
differences in skills for real-world adaptation as a central issue for personality
research. Figure 6.2 shows what Zeidner and Matthews (2000) called the
adaptive triangle. Personality traits entail a set of intrinsic biases in neural
and cognitive functioning that are shaped by genetics and early learning, al-
though each individual bias may be quite small in magnitude. The package of
biases facilitates or impairs the learning of contextualized skills, which in turn
support adaptation to the context concerned. However, adaptation is not
solely dependent on cognitive skills. The person’s motivations to learn, de-
ploy, and refine skills are also important, as are the emotional factors that
may impinge on skill execution. In broad terms, these factors can be grouped
together as self-knowledge: the stable goals, beliefs, and emotional disposi-
tions that support or interfere with skilled behavior. Thus, we can see the
adaptive process as an interplay between cold cognitive skills, hot self-
knowledge, and action in significant real-world settings.

Figure 6.3 illustrates in more detail how this framework applies to ex-
traversion. Basic component processes such as low cortical arousability,
sensitivity to reward, and the various information-processing correlates of
extraversion provide a platform for acquiring skills such as effective conver-
sation, and handling cognitive overload. Two types of positive feedback op-
erate. Going clockwise around the adaptive triangle, effective skills build
positive self-appraisals, leading to increased self-efficacy, and other aspects
of self-knowledge, that in turn encourages the extravert to participate in so-
cial encounters, further enhancing skill. Going counter-clockwise, expertise
leads to more effective behaviors and successful outcomes, leading to posi-
tive appraisals of outcomes, that build self-confidence for demanding social
settings, and coping strategies (e.g., task-focus) that allow skills to be de-
ployed to maximum effect. Although we cannot review empirical studies in
any detail here, there is evidence from studies of self-regulation, coping, and
activity preference that links extraversion to each of the six feedback arrows

Arousal -~ Adaptation/Trait

functions
unetions ’ ‘Self-knowledge'

Genes —» Neural { - Motivations
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FIG. 6.2. Adaptive processes supporting personality traits.
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within the adaptive triangle, shown in Fig. 6.3 (Matthews, 1999; Matthews
et al., in press).

The cognitive-adaptive model integrates the various correlates of extra-
version illustrated in Fig. 6.2. The lower level components at the center of the
pie provide the initial predisposition, with emotional, cognitive, and motiva-
tional aspects. Being preequipped to acquire social skills entails emotional at-
tributes that confer stress-resistance: interacting with strangers is prone to
induce anxiety. The predisposition includes cognitive components that facili-
tate the process of compiling new, procedural skills from existing competen-
cies, as described by Anderson’s (1996) skill theory. It also entails motiva-
tional tendencies linked to reward sensitivity, such as curiosity about people,
that encourage social interaction and opportunities to learn. Likewise, fol-
lowing skill acquisition, all three domains of the trilogy of mind are impli-
cated in maintaining and refining skills linked to the demanding social con-
text. We can break down high-level self-knowledge into social interests,
emotional dispositions, and various cognitions including self-efficacy, confi-
dence, and coping strategies geared to the social environment. Although
these processes are distinct from one another, they are functionally interre-
lated, so that the extraversion trait relates to multiple, independent biases in
emotion, cognition and motivation.
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Thus, whether one’s personality is extraverted or introverted represents an
adaptive choice (though probably not a conscious choice). One option
(extraversion) is to benefit from seeking out and influencing other people,
supported by appropriate social skills, including social problem solving (cf.
Sternberg & Grigorenko, 2000). A second option (introversion) is to follow a
more self-sufficient path, requiring a greater degree of reflection and sustain-
ing goal-directed activity in the absence of social reinforcement. A third op-
tion (ambiversion) is to follow a middle course, supported by moderate profi-
ciency at both types of skill. The effects of extraversion—introversion on
intellectual performance may be seen as concomitants of these adaptive
choices. Extraverts perform better on intelligence tests in arousing conditions
(Revelle, 1993) as a by-product of adaptation to demanding, potentially
stressful social encounters. Extraversion may also relate to the quality of in-
tellectual functioning directed explicitly toward social problem solving, as ev-
idenced by data relating the trait to social skills and related components of
emotional intelligence (Matthews et al., 2003; Saklofske, Austin, & Minski,
2003). However, the reliance of this work on self-report means that a more
definite conclusion must await the results of studies that link the cognitive
skills of extraverts to objective social behaviors. Similarly, introverts’ advan-
tages in reflective problem solving are a consequence of a more self-reliant
adaptive orientation, that supports the systematic intellectual study required
by college students (Furnham & Heaven, 1999).

Neuroticism and Trait Anxiety

The cognitive-adaptive framework also gives us a new perspective on the
closely related traits of neuroticism and trait anxiety. The literature on these
traits often gives the impression that they represent deficits in functioning,
linked to excessive negative affect. For example, there is extensive evidence
showing that negative affect is linked to poorer performance on ability tests,
although correlation magnitudes are modest (Zeidner, 1998; Zeidner &
Matthews, 2000). Negative affectivity (in the form of both anxiety and de-
pression) is also associated with impairments in social problem solving
(Belzer, D’Zurilla, & Maydeu-Olivares, 2002), which may contribute to clini-
cal disorder. The deficit view may be true for extreme levels of neuroticism,
but, in non-clinical populations, the evidence points toward a more subtle
view of the adaptive significance of neuroticism (Matthews, Derryberry, &
Siegle, 2000). In particular, there may be adaptive advantages to maintaining
awareness of subtle, disguised, or delayed threats, that allows the person to
avoid or prepare for danger.

A cognitive-adaptive account of trait anxiety can be sketched as for
extraversion—introversion. Figure 6.4 shows correlates of trait anxiety and
neuroticism at: (a) different levels of abstraction, and (b) within each of the
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FIG. 6.4. Examples of cognitive, emotional, and motivational correlates of
neuroticism-trait anxiety.

domains of cognition, emotion, and motivation. The emotional (e.g., state
anxiety) and cognitive (e.g., intellectual impairment) correlates of trait anxi-
ety are well known, but some of the potential benefits are not. For example,
there is a substantial literature on decision making that suggests that negative
mood (correlated with trait anxiety) may sometimes lead to more considered,
substantive reasoning (Forgas, 1995). Motivational factors are also impor-
tant. Trait anxiety may sometimes relate to increased effort that compensates
for cognitive deficits (Eysenck & Calvo, 1992), especially in structured envi-
ronments that offer a clear course of action for compensatory coping
(Matthews, 1999). In other settings, trait anxiety is characterized by avoid-
ance and escape motives (Geen, 1987).

Again, we have a diverse set of empirical correlates of the trait that cannot
easily be reduced to a single mechanism. Matthews (1999) suggested that trait
anxiety relates to individual differences in strategies for dealing with threat.
Broadly, there are two adaptive options. First, the person may be geared to
anticipating and avoiding threat. Such a strategy requires a heightened
awareness of threat, readiness to reflect on whether events are potentially
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threatening, and readiness to use compensatory effort in advance of antici-
pated danger. Evidence from studies of metacognition (reviewed by Wells,
2000) shows that anxious persons engage in much high-level thought over
their own disturbing thoughts, in reflecting on their meaning and import. Ex-
cessive metacognition may reflect a misapplication of intellectual function-
ing. We link this anticipatory strategy to trait anxiety. It should operate most
successfully in environments that contain subtle threats which might be over-
looked. Second, the person might be prepared to confront threat more di-
rectly. This strategy requires low responsiveness to threat stimuli, readiness
to cope through taking direct action, and physiological and cognitive resil-
ience in stressful circumstances. We link direct confrontation of threat to
emotional stability and low trait anxiety. The strategy should be most suc-
cessful when the environment regularly imposes threats that cannot be
avoided.

Figure 6.5 presents the dynamic perspective on trait anxiety. Again, it is
assumed that skills are central to adaptation. However, in this case, it is skills
for recognizing threats and relating them to personal concerns that are criti-
cal. The trait anxious person is alert to being denigrated by others, even if the
insult is covert. Of course, these skills can be maladaptive and generate clini-
cal social anxiety if overdeveloped. Thus, in the absence of immediate threat,
the anxious person may be successfully adapted to forestalling threat and
maintaining social status and security. For example, in two studies, Mughal,
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Walsh, and Wilding (1996) found that neurotic insurance salespersons
worked longer hours and closed more sales. Perhaps, dispositional anxiety
sometimes acts as a spur to achievement. The negative moods typical of the
neurotic disposition may also serve to support more systematic, substantive
decision making, depending on various moderator factors (Forgas, 1995).

Again, there is a dynamic interplay between skills, real-world behaviors,
and self-knowledge that includes motives toward self-protection, various
negative self-beliefs, and negative affect. Acquisition and execution of skills
for threat detection build a self-concept characterized by personal vulnerabil-
ity and needs for self-protection. This negative self-knowledge in turn leads to
avoidance of feared situations coupled with compensatory effort, reinforcing
these skills—but also blocking direct exposure to feared situations. Thus, at
best, the adaptation helps the anxious person to negotiate the minefield of re-
lations with people who may not be supportive or friendly. However, it also
carries risks of excessive suspicion, personal sensitivity, and hostility, which
tend to lead to interpersonal difficulties (Matthews et al., in press).

By contrast, an emotionally stable adaptation confers resilience to stress
and the capacity to profit from threatening situations. The downside of such
an adaptation may be vulnerability to complacency, and lack of preparedness
for stress. However, emotional stability typically seems to ease social adapta-
tion, perhaps because most people manage to surround themselves with more
friends than enemies. It may also support intellectual function in stressful en-
vironments, due to lack of interference from disturbing cognitions.

Contextualized Anxiety Traits

Thus far, we have focused exclusively on broad traits, such as those of the
Five Factor Model. However, dispositional vulnerability to threats is often
represented by contextualized traits that relate to a specific category of po-
tential threat. We make a brief argument here that these traits resemble
neuroticism functionally, but represent more narrowly targeted adaptations
toward specific threats. We briefly outline and compare three traits: test anxi-
ety, social anxiety, and driving anxiety. We describe their multiple expres-
sions, their impact on cognitive-adaptive skills, their relationships with self-
knowledge, and their overall adaptive functions.

Test and social anxiety are closely related constructs subsumed under the
social-evaluation anxiety domain. As such, they show a number of structural
similarities. Both test and social anxiety are associated with cognitive (i.e.,
self-preoccupation, worry, irrelevant thoughts, negative self-evaluations, low
self-esteem, and feelings of inferiority), affective (i.e., arousal, tension, dis-
comfort, somatic arousal) and behavioral components (i.e., avoidance, at-
tempts at escape) in the face of social-evaluation stress (Sarason, Sarason, &
Pierce, 1995). Indeed, research by Zeidner (1989) suggested that social anxi-
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ety may have the same factor structure as test anxiety (cf. Sarason & Sarason,
1990), being comprised of the following facets: worry, task irrelevant
thinking, somatic arousal, and tension. Driving anxiety is a less well-known
construct, but also seems to comprise both negative affect and cognitive com-
ponents, such as disturbing thoughts about driving (Matthews, 2002). As
with neuroticism, it is likely that the various expressions of the anxiety traits
reflect multiple levels of abstraction. Social anxiety relates both to sympa-
thetic arousal in social settings (Beck, 1989), and to high level self-regulative
cognitions that generate pessimistic outcome expectancies in social situations
(Carver & Scheier, 1988).

All three types of anxiety are known to have detrimental effects on cogni-
tive skills. The adverse impact of test anxiety on intellectual functioning and
examination performance is well-known, although the effect is fairly modest.
Meta-analyses suggest a correlation of about —.2 between test anxiety and in-
dices of academic performance such as grade point average (Zeidner, 1998).
Several studies suggest that social anxiety is related to deficits in social skills,
such as lack of fluency in conversational speech and delivering and decoding
nonverbal signals (Bruch, 2001). Studies of driving anxiety using a driving
simulator show that this trait relates to impairments in vehicle control and at-
tention to secondary task stimuli, especially when the driver is exposed to a
stressful experience of losing control of the vehicle (Matthews, 2002). There
may be various mechanisms that mediate the behavioral effects of the anxiety
traits, but there are at least two common features. First, detrimental effects
are most reliable in stressful settings; indeed, test anxiety may even be posi-
tively correlated with performance in reassuring situations (Zeidner, 1998).
Second, a major mediating mechanism in each case is cognitive interference;
worry-related thoughts divert attention from task-related processing and in-
terfere with execution of skills. For example, social situations (public speak-
ing, dating, meeting new persons, talking with a supervisor) provoke disrup-
tive thinking for many people (Sarason et al., 1995). Common themes in these
disruptive cognitions involve inadequacy in meeting demands of the situation
and expectations of others. Thus, many socially anxious persons worry, often
quite unrealistically, about what they see as unappealing features of their per-
sonality, social skills, behavior, or physical appearance, producing errors and
uncertainties in performance, discomfort in social situations, and degraded
interpersonal behavior.

There are also commonalities in the bases for the different types of anxiety
in self-knowledge. Both social and test anxiety can be couched within self-
regulative models, that attribute both types of anxiety to concerns about be-
ing negatively evaluated, socially or academically (Carver & Scheier, 1988;
Sarason et al., 1995). In both social and test situations, people periodically in-
terrupt their task efforts to assess the degree to which they are attaining their
desired goals, and, in the anxious person, these self-evaluations are typically
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negative, leading to cycles of self-preoccupation and worry. Thus both con-
structs have been shown to relate to various biases in self-concept that leave
the person prone to negative affect. Social anxiety, for example, relates to
various negative self-beliefs, low self-esteem, and low self-efficacy in social
settings, biases that may be related to an underlying ‘relational schema’ that
represents beliefs that one will be rejected by other people (Leary, 2001).
Again, the smaller literature on driving anxiety supports a similar conclusion.
Anxiety-prone drivers see themselves as less competent and more accident-
prone, in comparison to those low in dispositional anxiety (Matthews, 2002).

Thus, all three forms of contextualized anxiety are potentially maladap-
tive, in that the anxious person is ill equipped to handle the potentially threat-
ening situations congruent with the trait, whether these are talking to strang-
ers, taking a difficult test or driving in adverse road conditions. Test anxiety
may lead to poorer career outcomes, and social anxiety may hinder the devel-
opment of personal friendships and sexual relationships (e.g., Endler, 1983).
However, there is an upside to all three traits. Test anxiety may be motivating
in the absence of immediate pressures to perform. Zeidner (1998) reviewed
various studies suggesting that high test anxious subjects may outperform
low test anxious subjects in reassuring environments for performance, in line
with the principle that anxiety generates compensatory effort (Eysenck &
Calvo, 1992). Social anxiety may also have an adaptive function in that a re-
alistic and proportionate concern about others’ opinions and evaluations can
inhibit behavior that is socially unacceptable (Leitenberg, 1990). Indeed,
when placed in evaluative situations, high socially anxious subjects may dem-
onstrate enhanced processing of information concerning potential evalua-
tions (Smith, Ingram, & Brehm, 1983). Thus, high and low social anxiety may
represent adaptations toward different goals. The socially anxious person is
concerned with avoiding disapproval, leading to self-protective behavioral
strategies (Meleshko & Alden, 1993). By contrast, the person low in social
anxiety may be motivated to gain approval and social dominance through ac-
quisitive strategies that are designed to lead to rewarding social outcomes
(Arkin, 1987).

Finally, driving anxiety provides an interesting example of how the adap-
tive perspective adds to the deficit account of anxiety traits. Although anxiety
is linked to objective performance decrements on the driving simulator, and
to self-reported errors while driving, anxiety does not predict overall accident
likelihood (see Matthews, 2002, for a review of the evidence). It turns out that
anxiety is also related to more cautious behaviors, including, on the simula-
tor, slower speed and reluctance to pass in heavy traffic, effects that may be
mediated by judgment and decision making. In real life, anxiety correlates
with fewer speeding tickets. Thus, the dangers of worry and cognitive inter-
ference are balanced by the benefits of lower risk taking. All the various
contextualized anxiety traits may represent an adaptation characterized by
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evading rather than confronting danger. The strategy may work well in terms
of preempting and avoiding threats, but poorly when the context requires
that the threat be confronted directly, as in the case of taking a test or manag-
ing a necessary social encounter.

Personality Traits as Self-Regulative Constructs

To summarize, personality traits have a coherence that derives from their
status as adaptations. The multiple emotional, cognitive, and motivational
correlates of traits in one sense represent quite different psychological attrib-
utes and processes. However, they are interrelated because they subserve
common adaptive goals. To function effectively in stressful environments
takes more than just a calm disposition, for example. Adaptation requires the
capacity to cope through taking direct action, despite the potential risks. It
also requires motivations that support such active engagement, such as seek-
ing challenges. Hence, traits represent a set of biases in emotion, cognition,
and motivation that work together to prepare the person to acquire and exe-
cute the skills needed for specific environments. These biases may also be ex-
pressed, modestly, via intellectual functions, such as the deficits on ability
tests shown by individuals high in neuroticism, trait anxiety, and test anxiety
(Zeidner & Matthews, 2000). The anxious person allocates attention to self-
evaluative processing that interferes with intellectual functioning, especially
in stressful environments.

The structure of personality traits tell us something about the main adap-
tive challenges of human life are organized. As we have already described,
extraversion—introversion is associated with social relationships. Should one
be a pack animal, seeking success by climbing the social hierarchy, or a lone
wolf, with less social support but free from the distractions of social competi-
tion? Neuroticism and emotional stability similarly relate to the choice be-
tween avoidance and confrontation of threat and danger, as do the contex-
tualized anxiety traits. Other traits of the Five Factor Model may also refer to
adaptive tradeoffs (Matthews, Zeidner, & Roberts, 2003). Conscientiousness
refers to the adaptive choice between sustained work for long-term benefit
and capitalization on short-term opportunities. Agreeableness may refer to
choosing between cooperation and competition (note that extraversion en-
tails more of both types of interaction). Openness may describe choosing self-
directed intellectual analysis of one’s environment, over reliance on tradi-
tional wisdom and authority.

This perspective also contributes to understanding traits as a product of
both genetics and the social environment (see Zeidner, Matthews, Roberts, &
McCann, 2003, for a more detailed developmental account). The human spe-
cies is unique in the varied nature of the physical and social environments
within which people may thrive. There are more degrees of freedom to being
human than to being other animals. We are forced to choose between different
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types and levels of social engagement, beginning in infancy. Personality reflects
these choices—whether to specialize for one or more environments, or whether
to be moderately well-equipped to handle a variety of challenges. The intellect,
in the sense of use of reason and judgment, is one of several tools that can be
employed in meeting these challenges. The success with which intellectual ca-
pabilities can be directed toward specialized contextual challenges, such as in-
fluencing the opinions of others in a meeting at work, or evaluating the benefits
and risks of driving in icy conditions, depends on the overall self-regulative
process, including its emotional and motivational aspects. In turn, the goals
and functions of self-regulation relate to personality traits.

The heritability of traits reflects the fact that adaptive choices are part of
the human condition, that cut across different cultures (although culture has
a moderating effect). People, of course, have common adaptations that are
characteristic of the species. However, personality is perhaps also shaped by
adaptations to more marginal environments with which engagement may or
not be profitable, such as some threatening or stressful situations. The emo-
tionally stable person can survive and reproduce in such situations, passing
on a package of genes that allows his or her offspring to also thrive under
stress.

At the same time, the diversity of the environment requires a learned ele-
ment to personality. Children are typically exposed to a variety of different
types of situation, with opportunities to learn through conditioning, model-
ing and insightful understanding (Zeidner et al., 2003). The outcomes of these
learning will bias personality. For example, even a child with an emotionally
stable temperament may be traumatized by adverse events, leading to a bias
toward a more neurotic personality. More typically, the child’s constitutional
temperament will steer it toward congruent learning experiences. For exam-
ple, emotionally stable children appear to handle stressful encounters more
effectively (Kochanska & Coy, 2002). Goldberg (1993) referred to the Big
Five as corresponding to the main themes of human life: power, emotion,
work, love, and intellect. Inherited traits and social learning work together to
shape the individual’s adaptation to these challenges, an adaptation that in-
cludes specialized intellectual competencies.

TRANSIENT STATES AND SITUATIONAL
ADAPTATION

By comparison with studies of traits, the development of validated measures
of transient states has been uneven. Most work has focused on affective
states. Studies support either a two-dimensional model of basic affect or
mood, or a three-dimensional model discriminating energy, tension and
pleasantness of mood (Schimmack & Grob, 2000). Most investigations of
cognitive states have been inspired by anxiety research, which suggests that



160 MATTHEWS AND ZEIDNER

tense emotion and worry are distinct elements of anxiety states, with differing
behavioral correlates (Zeidner, 1998). The Cognitive Interference Question-
naire (see Sarason et al., 1995) is one of the best known cognitive state meas-
ures. It indexes levels of intrusive thoughts related to task performance and to
task-irrelevant personal concerns. Many other general qualities of cognition
such as self-focus of attention and confidence may be operationalized simi-
larly. The assessment of motivational states has been neglected, but the litera-
ture on motivation suggests various constructs that might be operationalized
as states, including achievement motivation, and intrinsic and extrinsic moti-
vation. Unlike trait research, there have been few attempts to map state con-
structs systematically across all three domains of the trilogy.

Recent research has explored overlaps between emotional, cognitive and
motivational constructs, focusing on task performance environments.
Matthews, Joyner, et al. (1999) sampled items from each of the domains that
represented the principal state constructs relevant to human performance.
Item factor analyses identified 10 robust primary state factors, included in a
new questionnaire, the Dundee Stress State Questionnaire (DSSQ). A further
factor-analytic study (Matthews, Campbell, & Falconer, 2001) differentiated
an additional motivational state factor. Thus, as shown in Table 6.2, subjec-
tive state can be described by multiple factors, each of which relates exclu-
sively to emotion, cognition or motivation, supporting a differentiated view
of states.

The primary state factors are themselves correlated. Second-order factor
analyses have extracted three higher-level factors that define broader syn-
dromes of subjective experience, summarized in Table 6.3 (Matthews et al.,

TABLE 6.2
A Summary of the Scales of the DDSQ
(data from Matthews et al., 1999; Matthews, Campbell, & Falconer, 2001)

Domain Scale Items Example Item o
Emotion— Energetic arousal 8 I feel . .. Vigorous 80
mood Tension 8 I feel . .. Nervous 82
Hedonic Tone 8 I feel . .. Contented 86
Motivation ~ Task Interest 7 The content of the task is interesting 75
Success Motivation 7 I want to perform better than most people do 87
Cognition Self-focus 8 I am reflecting about myself 85
Self-esteem 7 I am worrying about looking foolish (-ve) 87
Concentration 7 My mind is wandering a great deal (-ve) 85
Confidence-control 6 I feel confident about my abilities 80

CI-TR I have thoughts of ... How much time I
8 have left 78
CI-TI 8 I have thoughts of ... Personal worries 86

Note. CI-TR = Task-Relevant Cognitive Interference, CI-TI = Task-Irrelevant Cognitive Interfer-
ence.
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TABLE 6.3
Three Fundamental Stress State Syndromes
Task Engagement Distress Worry
Scales  Energetic arousal Tense arousal Self-consciousness

Motivation (interest)  Low hedonic tone Low self-esteem

Motivation (success) Low confidence-control ~ Cog. Interference (task-related)
Concentration Cog. Interference (personal

concerns)

2002). Two of these factors integrate aspects of emotion, cognition and moti-
vation. Task engagement relates to energy (affect), concentration (cognition),
and two aspects of task motivation, and may represent a broad approach ten-
dency. Distress relates to tension, low hedonic tone (affect), confidence, and
perceived control (cognition). It may also relate to avoidance motivation, but
this element of state has yet to be operationalized. The third factor, worry, re-
lates exclusively to cognitive states of self-focus, low self-esteem, and interfer-
ing thoughts. These factors explained approximately 80% of the reliable vari-
ance in the primary factors.

Processes Supporting Adaptation

The psychometric evidence suggests that emotional and motivational states
are closely intertwined with cognition. However, the factor analyses are not
informative about the self-regulative processes assumed to generate these
states. Figure 6.6 shows how we conceptualize self-regulation in performance
environments. In line with transactional theories of stress and emotion (Laz-
arus, 1993), we assume a dynamic interplay between the person and situa-
tional demands (see Fig. 6.6). First, the person acts on the environment
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FIG. 6.6. Dynamic interaction between person and environment during task
performance.
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through their attempts at competent task performance. The person’s subjec-
tive state may influence the efficiency and style of performance, including
performance on intellectual tasks. For example, high levels of distress and
worry are prone to be disruptive. However, the environment also influences
the person. Stress factors such as ambient temperature and noise, high work-
load, and feedback indicating success or failure change the person’s physio-
logical and subjective state.

Thus, the self-regulative process is dynamic. The person seeks to fulfill
personal goals, such as maintaining a sense of self-competence, within the
context of an environment that changes as a result of the person’s own efforts
at coping, and (in real-life) due to other, extraneous factors. This framework
for stress and performance differs from more traditional work in this area
(see Matthews, Davies, Westerman, & Stammers, 2000, for a review) that fo-
cuses primarily on stress as an influence on performance, neglecting the re-
verse influence. Consequently there are large experimental literatures on ef-
fects of stressors on performance such as noise, heat, vibration, etc., but
relatively few studies of effects of performance on stress. One exception is
provided by the test anxiety literature that describes both the effects of being
evaluated on anxiety and worry states, and the process by which the anxious
state interferes with attention and intellectual performance (Sarason & Sara-
son, 1990; Sarason et al., 1995; Zeidner, 1998).

Research in the first author’s laboratory has demonstrated how changes in
motivation, emotion and cognition are integrated via the self-regulative process.
Figure 6.7 shows subjective state responses to performing three tasks requiring
sustained attention: two laboratory vigilance tasks and a simulation of driving in
fatiguing conditions (Ns = 50, 99, 80). Figure 6.7a shows change in state from
pre-task to post-task, expressed in standardized units. Fatiguing tasks of this
kind consistently elicit decreased task engagement (e.g., Matthews, Campbell, et
al., 2002; Matthews & Desmond, 2002). Each task exhibits a coherent change in
primary states relating to different domains of the trilogy. Thus, decreased en-
ergy is accompanied by loss of concentration and motivation. High workload
tasks typically provoke increases in distress (Matthews et al., 2002). Figure 6.7b
shows data from three tasks that provoke such responses, including two labora-
tory tasks, and a simulation that required agents to reply to typical customer in-
quiries, by phone (Ns = 137, 50, 91). Changes in mood toward greater tension
and more unpleasant mood were accompanied by cognitions expressing loss of
confidence and perceived control.

The concept of coping is critical to the self-regulative process. The
transactional model of stress and coping (Lazarus, 1993) construes coping as
a process of transaction between a person and event that plays out across
time and changing circumstances. Accordingly, coping effectiveness must be
examined in the context in which stress occurs: “without information about
the social context we would have half the story” (Lazarus & Folkman, 1984,
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(a) The task disengagement response: Task-induced decreases in state variables
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FIG. 6.7. State change in tasks associated with (a) loss of task disengagement,
and (b) distress.

p- 299). Adaptive coping requires a good fit between the person—environment
transaction, the person’s appraisal of the transaction, and the consequent
coping behavior (Lazarus, 1993; Lazarus & Folkman, 1984). Thus, coping
strategies should not be prejudged as adaptive or maladaptive on an a priori
basis. As research demonstrates, coping specific coping strategies are more or
less effective depending on the nature of the stressor, the time-course of the
transaction and the skill with which coping is applied (Pearlin & Schooler,
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1978; Zeidner & Saklofske, 1996). In performance contexts, we might have a
general expectation that problem-focused strategies should be more adaptive
than avoidance or emotion-focused strategies. However, we must also take
into account the personal significance of the performance situation. If per-
forming well has no adaptive value, avoidance may be the most appropriate
strategy. Why expend effort for no reward? If the person cannot hope to suc-
ceed at the task, emotion—focus may be adaptive if it allows the person to
come to terms with failure, perhaps recognizing that external factors rather
than personal inability are responsible. Thus, although active, problem-
focused coping is preferred by most persons and is generally more effective in
stress reduction (Gal & Lazarus, 1975), alternative strategies are increasingly
used when the source of stress is unclear, when there is a lack of knowledge
about stress modification, or when there is little one can do to eliminate stress
(Pearlin & Schooler, 1978).

With this background to coping and adaptation, further studies have ex-
plored the role of cognitive-stress processes in state changes induced by the
task environment (see Matthews, Derryberry, et al., 2000, for a summary).
These studies measured situational appraisal and coping immediately follow-
ing task performance using scales for standard constructs in the stress litera-
ture (e.g., Endler & Parker, 1990). With baseline, pre-task state held constant,
appraisal and coping explain substantial variance in state change. Figure 6.8
gives representative regression statistics from a study in which pre-task state,
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FIG. 6.8. Percentages of variance explained by three types of predictors of
post-task state—pre-task state, appraisal, and coping—in a study of 108 partic-
ipants performing a rapid information-processing task (Matthews, Derryberry,
& Siegle, 2000). Note. **Significance of predictor set at entry: p < .01.
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appraisal variables, and coping variables were entered in successive steps
(Matthews, Derryberry, et al., 2000). Substantial variance in post-task scores
carries over from pre-task state, but appraisal and coping together add a fur-
ther 13-31% of the variance, depending on the state factor criterion. Across
studies a fairly consistent picture emerges, such that changes in task engage-
ment tend to relate to challenge appraisal and use of task-focused coping,
changes in distress relate to threat appraisal, high perceived workload, failure
to attain performance standards, and emotion-focused coping, and worry
relates to both avoidance and emotion-focused coping. Thus, the cognitive
processes of appraisal and coping provide the primary support for self-
regulation, and concurrently generate changes in cognitive, emotional and
motivational states. State change tells us something about the person’s self-
regulative goals within the constrained performance environment. However,
in line with the ambiguity of the adaptive significance of coping (Zeidner &
Saklofske, 1996), state change does not tell us directly whether those goals
elicit adaptive or maladaptive coping behaviors.

Effects of Stress State on Performance

As previously stated, changes in stress state feed back into changes in infor-
mation processing and performance. Various studies have explored how state
variables relate to objective indices of performance. The majority of studies
have focused on energy and task engagement. These states appear to be
markers for availability of attentional resources. High energy facilitates per-
formance of demanding attentional tasks, but not other types of task
(Matthews, Davies, et al., 2000). Other studies have related distress to impair-
ments of dual-task performance and executive function (e.g., Matthews, Joy-
ner, et al., 1999). There is a large literature on worry in the context of test anx-
iety that suggests high worry impairs high-level verbal processing of the kind
required for performance of academic tests (Sarason & Sarason, 1990;
Zeidner, 1998).

What can we say about effects of stress states on performance from a self-
regulative perspective? Matthews (2001) distinguished two kinds of mecha-
nisms. First, stressors, especially those of a biological nature such as drugs
and infections, may change the basic functioning of neural and cognitive
processes, in some cases (e.g., some toxic agents) without the person being
aware of these changes. A second level of state effects refers to voluntary cop-
ing, driven by attempts to reduce discrepancy between performance goals
and appraisals that one is failing to attain those goals. Figure 6.9 shows how
different kinds of control activity may generate differing coping strategies
that may impact on performance (Matthews & Desmond, 2002). One option
is to increase effort that compensates for task and environmental demands,
or to change strategy qualitatively (task-focused coping). A second option is
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FIG. 6.9. A self-regulative model of coping.

to reduce discrepancy by lowering one’s personal goals, so that suboptimal
performance is reappraised as acceptable (avoidance). A third option is to
adopt self-critical and ruminative strategies that are liable to perpetuate
worry about personal difficulties and interfere with task-relevant cognition
(emotion—focus). Empirical studies, for example, are beginning to show that
use of these coping strategies does indeed correlate with performance on cer-
tain tasks, and may mediate some effects of subjective state. Test anxiety re-
lates to maladaptive patterns of coping (Matthews, Hillyard, & Campbell,
1999), that may influence intellectual functioning. In sum, the same appraisal
and coping processes that control subjective state response to stressors may
also influence how stress response impacts on performance, and conse-
quently, changes in the external environment.

The Role of Traits

There is an extensive literature on states as correlates of traits. A simple equa-
tion is often made between extraversion and positive affect, and neuroticism
and negative affect (e.g., Watson, 2000). Elsewhere, we have rejected this
view as simplistic (Matthews & Gilliland, 1999). It does not adequately ex-
plain the situational moderation of trait-state correlations, or the modest
magnitudes of trait-state correlations observed in controlled settings. Traits
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do not affect only emotions. We have found that neuroticism affects most of
the cognitive components of the distress and worry states, including low con-
fidence and control, low self-esteem and high levels of cognitive interference,
although it has proved to difficult to find reliable correlates of task motiva-
tion using standard trait measures (Matthews, Joyner, et al., 1999).

We conceptualize traits as one of several factors that bias short-term adap-
tation. As previously indicated, traits bias in-situation processing at various
levels, including appraisal and coping. For example, extraversion relates to
challenge appraisal and task-focused coping, and neuroticism to threat ap-
praisal and emotion-focused coping (Matthews et al., in press). Thus, traits
operate to reframe the situation toward personal concerns. For example, the
processing attributes of neuroticism work so as to interpret ambiguous situa-
tions as threatening, engaging the self-protective motives characteristic of the
trait. The state correlates of traits reflect, in macro terms, the different subjec-
tive worlds that people of differing trait characteristics inhabit, and in micro
terms, the differing sets of biases that support adaptations.

For example, in performance settings, there is typically a correlation of
.3—.4 between neuroticism and the distress state. Broadly, neurotic individu-
als interpret task situations, including those involving intellectual tasks, dif-
ferently to more emotionally stable persons: the situation affords opportuni-
ties for personal failure and inadequacy. At the micro level, the relationship
between trait and state is statistically mediated by effects of neuroticism on
intervening variables such as heightened threat appraisal and use of emotion-
focused coping (Matthews, Derryberry, et al., 2000).

States as Self-Regulative Constructs

As in the transactional theory of stress and emotions (Lazarus, 1993), tran-
sient states tell us something about how the person stands in relation to the
surrounding environment. The three higher-order factors of state may corre-
spond to the three predominant adaptive choices of the performance environ-
ment (Matthews et al., 2002; see Table 6.4). The first is how much effort to
commit to the task, corresponding to task engagement. The second is
whether the situation is recognized as imposing uncontrollable demands and
inevitable failure to attain performance goals (distress). The third is whether
the situation calls for pulling back mentally from the task and reevaluating its
personal relevance and significance (worry). These transactional themes rep-
resent an abstraction of the status of self-regulation. At a descriptive level, we
give equal status to emotion, motivation and cognition as expressions of the
different modes of self-regulation that govern the person’s management of
performance situations. At a process level, we emphasize cognitive processes
as the main drivers of all three aspects of state, consistent with self-regulative
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TABLE 6.4
Cognitive-Adaptive Perspective on Three Fundamental States
Task Engagement Distress Worry
Appraisals High demands High workload
Challenge Threat
Failure to attain goals
Coping Task-focus Emotion-focus Emotion-focus
Low Avoidance Avoidance
Performance Enhances attentional Impairs multitasking, Impairs high-level ver-
resources executive control bal tasks
Adaptation Maintaining effort and  Mitigating overload Reevaluating personal
focused attention relevance of task

models of emotion (Carver & Scheier, 1998; Wells & Matthews, 1994), and
cognitive models of motivation (Weiner, 2000).

Each state is associated with multiple processes, including appraisals, choice
of coping strategy, and changes in the processing of task stimuli. However,
states are nonisomorphic with the various processes that support self-regu-
lation. Multiple regressions show that state change relates to several different
predictors independently (Matthews, Derryberry, et al., 2000). The subjective
state is an outcome of the various cues to the status of self-regulation provided
by appraisals and coping (and, probably, unconscious processes also). Thus,
the higher-order structuring of awareness binds together functionally related
aspects of emotion, motivation and subjective cognition.

Further exploration of the behavioral consequences of states requires a
more detailed account of the cognitive architecture of self-regulation, which is
beyond the scope of this article (see Matthews & Desmond, 2002; Wells &
Matthews, 1994). Table 6.4 outlines in brief some consequences of states for
performance. Broadly, engagement tends to benefit performance, whereas dis-
tress and worry are detrimental, but whether performance is actually affected
by state depends on the information-processing demands of the task. Whether
performance changes induced by states are beneficial or not to the person is a
separate issue that is often hard to determine (Zeidner & Saklofske, 1996).
Thus, in many real-world situations, task-directed effort will pay off for the
performer, so that task engagement, along with concomitant task-focused cop-
ing, is adaptive. However, task engagement may also be associated with misdi-
rected effort, for example, in investing substantial time in playing a video
game. In general, the three states prepare the person for handling different
types of situational demand, but whether state change is tied to genuine adap-
tive exigencies will vary from person to person, and from context to context.

Thus, we arrive at a transactional perspective on the significance of tran-
sient states for intellectual functioning, within a bidirectional model of inter-
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action between the person and the task environment. One key issue is how the
task environment, in conjunction with personality factors, influences the
adaptive significance of task performance. The person performing an intel-
lectual task must, in effect, decide whether it is worthwhile to commit effort,
whether the task is beyond their capabilities, and whether there is a need for
personal reflection. These issues have been explored, in part, in the test anxi-
ety literature, but this research has tended to focus on distress and worry, ne-
glecting the role of task engagement. The second key issue is how the state
changes driven by self-regulation may feed back into objective performance.
While the effects of state factors on intellectual performance are often mod-
est, task and contextual factors appear to moderate correlations between
states and performance. Some effects of states on information processing
seem to generalize across contexts, but are moderated by task demands.
These include the detrimental effect of cognitive interference, whose effects
on performance depend on the processing demands of the task. It appears
that tasks that require elaborated encoding, that require extensive use of
working memory, and that require retrieval of relatively inaccessible memo-
ries are maximally sensitive to worry, anxiety, or both (Zeidner, 1998). Like-
wise, intellectual tasks that require sustaining attention under high workload
conditions may be most sensitive to the variations in resource availability as-
sociated with task engagement. Other effects of state, that are mediated by
changes in coping, depend more on personal and contextual factors. For ex-
ample, the influence of task focus on performance is likely to depend on the
person’s ability to formulate and implement a workable strategy for perform-
ance enhancement: task-focused coping does not automatically confer im-
proved intellectual functioning (Zeidner, 1998). Furthermore, task strategy
varies qualitatively with adaptive goals congruent with state. For example, in
fatigued, disengaged states, people prefer to use decision-making strategies
that minimize effort, and are reactive rather than proactive (Matthews, Davies,
et al., 2000). Thus, it is not very informative to pose traditional questions, such
as “what is the magnitude of the relationship between intelligence and anxi-
ety?” Instead, research should emphasize how states facilitate or impair the
ability to perform at the person’s level of competence within specific social con-
texts, on tasks making specified demands on processing. That is, states may
signal the extent to which typical performance within a given context ap-
proaches maximal performance (see Ackerman & Kanfer, chap. 5).

CONCLUSIONS

In this chapter, we have approached intellectual functioning, in the sense of
reasoning and problem-solving, as one of several, interrelated classes of proc-
ess that support adaptation. Coping and appraisal may be seen as intellectual
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in that they operate in the service of social-problem solving. We might link
appraisal to the apprehension of experience and coping to practical intelli-
gence (cf. Zeidner & Matthews, 2000). However, especially in challenging
and stressful circumstances, adaptation is multilayered, requiring not just
higher-level cognitive skills but also lower level, often implicit processes, such
as threat evaluation, and neural processes controlling arousal and stress re-
sponses. Lower-level processes may influence both skill acquisition (compe-
tence), and the extent to which skills can be successfully executed within a
given context (performance).

In general, adaptation involves a multitude of independent processes, at
different levels of abstraction. However, despite the distributed nature of
adaptive processing, individual differences are given coherence by self-regu-
lation. Over the long term, self-regulation supports personal goals and aspi-
rations. Understanding the individual’s long-term goals is necessarily ideo-
graphic (Kihlstrom & Cantor, 2000), but we can identify some consistencies
associated with personality traits. We have argued that traits represent adap-
tations to the major challenges of human life that constrain long-term self-
regulation, shaped by both heredity and social learning. For example, if
extraversion represents adaptation to cognitively demanding social environ-
ments, we expect that, typically, extraverts’ long-term goals will involve what
are, in the occupational field, termed social and enterprising interests (e.g.,
Ackerman & Heggestad, 1997).

The stable adaptations described as traits are supported by a set of often
small biases in cognition, emotion and motivation. Biases include both low-
level biases in biocognitive components, and high-level biases in assigning
personal meaning to situations. Thus, we have an explanation for the person-
ality paradox. Traits are not controlled by some single master-process, such
as arousability. Instead, we see the trait most clearly through its gross, adap-
tive features. Even the lay observer can see that extraverts are more sociable
than introverts, but the roots of individual differences in sociability are a
complex set of small influences, that feed into social skill acquisition over
time. Effects of personality traits on intellectual functioning may reflect sev-
eral of these separate biases, depending on the context. In this chapter, we
discussed how traits may influence: (a) social skills and problem-solving abili-
ties, (b) effects of arousal and stress on basic information-processing func-
tions, (c) the priority given to self-evaluative thinking that may interfere with
intellectual functioning, and (d) the priority given to applying the intellect to
detecting and evaluating personal risk.

In the short term, the task for self-regulation is to solve some immediate
adaptive problem, whose terms are often outside of personal control. Again,
we emphasize that within-situation adaptation is supported by multiple levels
and domains of process. Studies of transient states suggest how emotions,
cognitions and motivations may cohere around self-regulative goals. For ex-
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ample, we defined the state of task engagement in terms of increased concen-
tration, task motivation and energetic arousal. The task engagement re-
sponse may reflect a variety of mechanisms (including direct influence of
neural systems), but evidence especially highlights the role of high-level
cognitions; appraising the situation as challenging, and initiating task-fo-
cused coping. The state concomitants of these processes jointly function to
support the adaptive goal of commitment of effort to the task. These may be
differentiated to some extent as resisting distractions (concentration), mobi-
lizing and directing effort (task motivation), and increasing resource avail-
ability (energetic arousal). However, the close linkages between the different
state responses suggest that they typically operate as an integrated system.
The exquisite sensitivity of states to feedback from the situation functions to
keep self-regulation attuned to changing environmental contingencies.
Again, multiple mechanisms may contribute to effects of state on intellectual
functioning, depending on task demands and contextual factors. These mech-
anisms include generalized changes in information processing, such as loss of
functional resources, and the person’s appraisal of how application of the in-
tellect may help solve the adaptive problems of a particular social context.

Thus, intellectual functioning should be seen as one aspect of self-regulative
processes. Indeed, the clearest picture of the role of intellectual functioning
may come from analyzing its adaptive relevance, over the life course and in
specific situations. Like practical intelligence (Sternberg & Grigorenko, 2000),
intellectual functioning is adaptive through its specialization to deal with spe-
cific situational challenges and tasks, that is, as a set of contextualized skills.
The functional analysis here provides a broad conceptual framework for un-
derstanding the relationship between traits, states and intellectual perform-
ance. However, more detailed predictive models require a more complete ac-
count of the cognitive architecture and acquired skills supporting performance
of specific tasks, an issue beyond the scope of this chapter.
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The Stoic philosophers of ancient Greece argued that emotions were unreliable
and idiosyncratic sources of information (Lloyd, 1978). They emphasized the
superiority of reason, cognition, and intelligence (Kerferd, 1978). The presence
of an emotional intelligence (EI) would likely have seemed inconceivable to
them—an oxymoron. Two millennia later psychologists and philosophers
still debate whether emotions are disorganized interruptions of mental activ-
ity or whether they contribute to logical thought and intelligent behavior (De
Sousa, 1987). For example, Woodworth (1940) viewed emotions as disorganiz-
ing interruptions of mental activity, whereas Leeper (1948, p. 17) suggested
that emotions “arouse, sustain, and direct activity” and contribute to logical
thought and adaptive behavior. It is no wonder that the identification of an EI
occurred rather late relative to other sorts of intelligence.

El is one way to reconceptualize the relation between reason and emotion.
It can be viewed as an outgrowth of two areas of psychological research that
emerged in the 1970s and 1980s. The first area, termed cognition and affect,
examined how emotions interacted with thought (Bower, 1981; Clark &
Fiske, 1982; Isen, Shalker, Clark, & Karp, 1978; Zajonc, 1980). Isen et al.
(1978), for example, proposed the idea of a cognitive loop that connected
mood to judgment. Bower (1981) also introduced a spreading activation
model of memory demonstrating that happy moods activated happy
thoughts and sad moods activated sad thoughts. Furthermore, a large body
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of research showed that thought processes could be affected by mood induc-
tions (e.g., Forgas & Moylan, 1987; Mayer & Bremer, 1985; Salovey &
Birnbaum, 1989; Singer & Salovey, 1988). By 1987, the field had become
prominent enough to warrant the founding of an eponymously named jour-
nal, Cognition and Emotion.

The second influence on EI pertained to the loosening of the concept of in-
telligence to include a broad array of mental abilities rather than a monolithic
“g” (e.g., Cantor & Kihlstrom, 1987; Gardner, 1983; Sternberg, 1985).
Gardner (1983), for example, urged educators and scientists to place a greater
emphasis on the search for multiple intelligences. He was primarily interested
in helping educators to appreciate students with different learning styles and
potentials. Gardner (1983) wrote of an intrapersonal intelligence, which in-
volves, among many other things, a capacity to notice one’s own moods and
the ability to draw conclusions about one’s feelings as a means of understand-
ing and guiding behavior.

EI includes the processes involved in the recognition, use, understanding,
and management of one’s own and others’ emotional states to solve emotion-
laden problems and regulate behavior (Mayer & Salovey, 1997; Salovey &
Mayer, 1990). The term was introduced to psychology in 1990 through two
articles. The first formally defined EI as “the ability to monitor one’s own
and others’ feelings and emotions, to discriminate among them and to use
this information to guide one’s thinking and actions” (Salovey & Mayer,
1990, p. 189). The second presented a demonstration of how the construct
could be tested as a mental ability (Mayer, DiPaolo, & Salovey, 1990). Find-
ings from the empirical study provided a first hint that that emotion and cog-
nition can be combined to perform sophisticated information processing.

EIL however, was mostly unknown to laypeople and academicians alike
until Goleman (1995) popularized the term. Goleman’s book, Emotional In-
telligence, quickly captured the interest of the media, general public, and in-
vestigators. It saw violence as a serious problem plaguing both the nation and
the nation’s schools; it claimed that scientists had discovered a connection be-
tween EI and prosocial behavior; and it claimed that EI was “as powerful and
at times more powerful than IQ” in predicting success in life (Goleman, 1995,
p- 34). Goleman (1995, 1998) described EI as an array of positive personality
attributes, including political awareness, self-confidence, conscientiousness,
and achievement motive (pp. 26-28). Goleman’s views on EI often went far
beyond the evidence available (Davies, Stankov, & Roberts, 1998; Epstein,
1998; Hedlund & Sternberg, 2000; Mayer & Cobb, 2000; Mayer, Salovey, &
Caruso, 2000).

In the following years, numerous tests were packaged purportedly measur-
ing EI, and educators and human resource professionals began to consult on
EI-—mostly defining the construct as a set of personality variables related to
character and important to achieving success in life. Mayer and Salovey
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(1997) clarified their definition of EI as one that is strictly ability-based or
competency-based as distinguished from one rooted in a broad array of per-
sonality traits (see also Mayer et al., 2000; Salovey, Mayer, & Caruso, 2002).
More specifically, they defined EI as the ability to accurately perceive and ex-
press emotion, to use emotion to facilitate thought, to understand emotions,
and to manage emotions for both emotional and personal growth (Mayer &
Salovey, 1997).

Today, the field is filled with both empirical articles and popular books on
the topic. As a result, the definitions, claims, and measures of EI have become
extremely diverse, making it difficult for the researcher or layperson that en-
counters the field to decipher what EI actually is. In this chapter, our goal is to
introduce researchers to the theory, measurement, and research associated
with Mayer and Salovey’s (1997) ability model of EI. In the first section, we de-
fine EI and describe a new performance-based test for its measurement, the
Mayer-Salovey-Caruso Emotional Intelligence Test (MSCEIT; Mayer, Salo-
vey, & Caruso, 2002a). We also briefly distinguish ability and popular models
of EIL In the second section, we place EI in the context of major areas of psy-
chological functioning and social behavior. We then present recent empirical
research on EI, concentrating on its relation to these areas. In the final section,
we draw some conclusions and discuss future directions for research on EI.

EMOTIONAL INTELLIGENCE: THEORY AND
MEASUREMENT

Competing Models of Emotional Intelligence

There are two general approaches to El in the literature. They can be charac-
terized as ability models and mixed models (Mayer et al., 2000). Ability mod-
els view EI as a standard intelligence and argue that EI meets traditional cri-
teria for an intelligence. Mixed models, which arose mostly after initial
popularization of the construct, are so-called because they combine the abil-
ity conception of EI with numerous self-reported attributes including opti-
mism, self-awareness, self-esteem, and self-actualization (e.g., Bar-On, 1997;
Boyatzis, Goleman, & Rhee, 2000; Goleman, 1995, 1998).

Because mixed-model measures of EI do not directly assess a person’s abil-
ity to solve problems pertaining to emotions or intelligence, as psychologists
define them, they are unlikely to be highly correlated with ability tests. In
fact, a recent study showed that the most popular mixed model and ability
measures of EI are only related at r < .22 (Brackett & Mayer, 2003). Further-
more, because mixed models pertain to a broad constellation of personality
variables, such measures are likely to lack discriminant validity. Indeed,
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mixed-model measures are highly correlated (positively) with well-being and
positive mood, and highly correlated (negatively) with neuroticism and de-
pression (r’s = .50 to .75; Bar-On, 1997, 2000; Brackett & Mayer, 2003). In
contrast, ability measures only weakly correlate with Big Five personality
factors such as openness (or intellect) and agreeableness (#’s < .35; Brackett &
Mayer, 2003; Brackett, Mayer, & Warner, in press; Lopes, Salovey, & Straus,
2003). Therefore, the ability model of EI makes it possible to analyze the de-
gree to which EI is a distinct mental ability and whether it specifically con-
tributes to healthy behavior.

Measuring Emotional Intelligence With the MSCEIT

Mayer and Salovey’s (1997) analysis of emotion-related abilities led them to
divide their ability model of EI into four areas or branches of abilities. Else-
where the theory is explained in more detail (Mayer, Caruso, & Salovey,
1999; Salovey, Bedell, Detweiler, & Mayer, 2000; Salovey, Woolery, & May-
er, 2000). Here, we review its major components. As earlier noted, the four
branches of EI concern the ability to: (a) perceive emotions, (b) use emotions
to facilitate thought, (¢) understand emotions, and (d) manage emotions to
foster personal growth and healthy social relations. Whereas the perception,
understanding, and management of emotions (Branches 1, 3, and 4) involve
reasoning about emotions, and Branch 2 (use of emotions to facilitate
thought) involves using emotions to enhance reasoning. The four branches of
El are viewed as forming a hierarchy, increasing in complexity from emotion
perception to management. According to the theory, one’s overall EI is the
combination of the four abilities.

Branch 1, Perception of Emotion, concerns the capacity to perceive and
identify correctly the emotional content in faces and pictures. Branch 2 con-
cerns the use of emotion information to facilitate thought. This branch spe-
cifically deals with the ability to generate, use, and feel emotions as necessary
to communicate feelings, or to employ them in other mental processes.
Branch 3 involves understanding emotional information, how emotions com-
bine and progress, and how to reason about emotional meanings. Branch 4
concerns the management of emotions. It specifically pertains to a person’s
ability to manage and regulate feelings in oneself and others so as to promote
personal understanding, growth, and the attainment of personal goals.

The four EI abilities were first measured with a test called the Multifactor
Emotional Intelligence Test (MEIS; Mayer et al., 1999). This instrument has
been improved upon, leading to a shorter and more reliable test, the
MSCEIT (Mayer et al., 2002a). The MSCEIT assesses the four-branch model
of EI (i.e., perceiving, using, understanding, and regulating emotions) with
141 items that are divided among 8 tasks (see Table 7.1 for a description of
the Tasks). The MSCEIT yields seven scores: one for each of the four
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branches, 2 areas scores, and a total score. The two area scores are termed:
Experiential EI, which combines branches 1 and 2, and Strategic EI, which
combines branches 3 and 4.

The MSCEIT is an objective test because there are better and worse an-
swers on it, as determined by consensus or expert scoring. Consensus scores
reflect the proportion of people in the normative sample (over 5,000 people
from various countries) who endorsed each MSCEIT test item. Expert norms
were obtained from a sample of 21 members of the International Society Re-
search on Emotions (ISRE) who provided their expert judgment on each of
the test’s items. Emotional intelligence scores based on the two methods are
closely related r > .90; Mayer, Salovey, Caruso, & Sitarenios, 2003).

Mayer et al. (1999) and Mayer, Salovey, Caruso, and Sitarenios, (2001,
2003) assert that the emotional abilities measured by the MSCEIT meet the
criteria for an intelligence because: (a) the MSCEIT has a factor structure
congruent with the four branches of the theoretical model; (b) the four abili-
ties show unique variance, but are meaningfully related to other mental abili-
ties such as verbal intelligence; (c) EI develops with age and experience, and
finally (d) the abilities can be objectively measured.

Concerns about the psychometric properties of earlier EI tests such as the
MEIS were raised by Davies et al. (1998) and recently repeated by Roberts,
Zeidner, and Matthews (2001). The revised MSCEIT V 2.0, however, is reli-
able at the full-scale level (s = .90 to .96), the area level (s = .84 to .91), and
the branch level (’s = .74 to .91; Mayer et al., 2003).

EMOTIONAL INTELLIGENCE FROM A SYSTEMS
PERSPECTIVE

EI is best understood in the broader context of an individual’s functioning.
This means looking at the interaction between EI and other cognitive abili-
ties, emotional and motivational traits, and behavioral criteria. The impor-
tance of investigating a mental ability in relation to other areas of psychologi-
cal functioning is not new (Eysenck, 1979; Sternberg & Ruzgis, 1994;
Wechsler, 1958). For example, Eysenck (1979) asserted that nonintellectual
attributes (e.g., impulsivity) might interfere with aspects of intelligence such
as checking for errors. Thus, viewing a mental ability such as EI within a
complete personality system can elucidate how it contributes to diverse psy-
chological processes and behavior.

A number of psychologists have emphasized the need to adopt a systems
perspective to organize and understand psychological variables (e.g., Bron-
fenbrenner, 1979; Csikszentmihalyi, 1999; Lewin, 1936; Magnusson & Stat-
tin, 1998). It is useful to divide the personality system into its major func-
tional elements, and a variety of divisions have been employed to do this. One
recently proposed functional division organizes personality into four broad
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areas: (a) a knowledge works, which includes mental models and cognitive
capacities that operate on them, (b) an energy lattice, which combines mo-
tives and emotions, (c) a role player, that executes social acts, and (d) an exec-
utive consciousness (Mayer, 1998, 2001a, 2001b).

The knowledge works pertains to cognitive or intellectual functions that
enable understanding of both the self and the world. Components of knowl-
edge works include mental models (e.g., explanatory style), intellectual abili-
ties (e.g., general intelligence), and cognitive styles (e.g., field-dependence).
The energy lattice pertains to motivational and emotional attributes that en-
ergize and direct behavior. Components of the energy lattice are motives
(e.g., achievement), emotions (e.g., happiness), and emotional styles (e.g.,
neuroticism vs. emotional stability). The role player pertains to the social
functions of personality and is responsible for planning and executing social
behavior through social roles (e.g., leadership), social skills (e.g., acting skill),
or physical-motor expression (e.g., gracefulness). Finally, the executive con-
sciousness pertains to conscious awareness and self-regulatory functions. It
also controls behavior by overseeing other areas of personality functioning.
Functions of the executive consciousness include awareness (e.g., absorp-
tion), coping strategies (e.g., problem-solving coping), and self-awareness
(e.g., self-consciousness).

Mayer and Salovey’s (1997) model of EI described an intelligence that
draws on functions from the emotion system (in the energy lattice) and the
cognitive knowledge and capacity of the knowledge works. Furthermore, the
self-regulatory aspects of the EI model may draw on the executive conscious-
ness portion of personality.

The fact that the EI model draws on features from a number of areas of
personality has several implications. For example, cognitive abilities share
some common variance. Because both cognitive IQ and EI draw on cognitive
abilities, EI is expected to share some variance with general intelligence, while
remaining distinct from it (Mayer et al., 2000). Furthermore, EI should be re-
lated to other cognitive abilities such as creative and practical intelligence
(Sternberg, 1999).

With regard to the energy lattice, components of EI such as emotional reg-
ulation may be related to a person’s experience of more positive and less neg-
ative emotions. EI could also inform the motivation system by helping people
to choose tasks in which they are likely to succeed. The ability to use emo-
tions to facilitate thinking might also help a person to invest time and effort
in actions that are most appropriate for current mood states. For example, an
emotionally intelligent person could be expected to work on inductive rea-
soning and creative tasks when in happy moods, and tasks requiring deduc-
tive reasoning when in sad moods (Isen, Daubman, & Nowicki, 1987; Palfai
& Salovey, 1993).
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EI may also be important for social interactions (i.e., role player func-
tions) because it involves the ability to decode nonverbal and emotional
signals and to manage one’s own and others’ emotions. Therefore, an emo-
tionally intelligent person is predicted to have more harmonious social rela-
tionships that include mutual care and understanding and less conflict (see
Ciarrochi, Forgas, & Mayer, 2001; Lopes et al., 2003).

Finally, EI should be related to aspects of the executive consciousness. In
particular, the regulation of emotion branch could be expected to correlate
negatively with impulsive behavior and positively with healthier life deci-
sions. Therefore, it is expected that EI would negatively correlate with physi-
cal fighting, and excessive drug and alcohol consumption.

EMOTIONAL INTELLIGENCE RELATED TO
COMPONENTS OF THE PERSONALITY SYSTEMS SET

The framework previously described suggests that EI should be associated
with a number of mental abilities, motivational and emotional qualities, and
social behavior. In this section, we discuss how EI is both conceptually and
empirically related to the four components of the systems set: knowledge
works (e.g., verbal intelligence), energy lattice (e.g., well-being), role player
(e.g., social relationships), and executive consciousness (e.g., maladaptive be-
haviors). Note that we do not expect EI to be highly correlated to many areas
of psychological functioning, or to explain large amounts of variance in spe-
cific behaviors, but to contribute to important predictions above and beyond
other abilities and traits. Even moderate associations are considered impor-
tant when they signal theoretically important links between psychological
processes and entail far-reaching consequences for applied purposes (Abel-
son, 1985; Prentice & Miller, 1992).

KNOWLEDGE WORKS
Traditional Intelligence

Because most 1Q tests rely on vocabulary and basic reading comprehension
skills there should be a relation between EI, in particular, understanding of
emotions, with traditional intelligence. Furthermore, because 1Q partly re-
flects self-regulatory and executive function capacities such as the ability to
sustain attention (Lynam, Moffitt, & Southamer-Loeber, 1993), we expect
the management of emotion branch to correlate with traditional measures of
intelligence. For example, unregulated anxiety can undermine focus and con-
centration, inhibiting smooth performance in challenging intellectual or
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physical activities (Baumeister & Tice, 1990; Csikszentmihalyi, 1992), includ-
ing performance on IQ tests.

Recent empirical work suggests that EI is modestly associated with tradi-
tional intelligence and academic achievement. In two large-sample studies
with students at the University of New Hampshire, Brackett and colleagues
found low but significant associations between MSCEIT scores and measures
of academic ability and achievement, as assessed by verbal SAT scores, high
school rank, and college grades (r’s < .35; Brackett & Mayer, 2003; Brackett
et al., in press). In another study, the understanding emotions subscale of the
MSCEIT, which taps into knowledge of emotional vocabulary, correlated
the highest with both verbal ability—as measured through the WAIS-III
(Wechsler, 1997) vocabulary subtest and verbal SAT scores (Lopes et al.,
2003). Finally, David (2002) found significant correlations between all four
branches of the MSCEIT and the Wonderlic Personnel Test (WPT; Wonder-
lic, 1998). The highest correlation was with the understanding of emotions
branch. Additional findings between the MSCEIT and measures of general
intelligence can be found in the test manual (Mayer et al., 2002b). Note that
correlations between EI and intelligence measures based on college student
samples may be somewhat attenuated due to restriction of range on IQ.

Practical Intelligence

Practical intelligence (Sternberg, 1999) helps one to implement solutions effec-
tively, drawing on previous experience and tacit knowledge. Sternberg’s view
of practical intelligence encompasses social and emotional skills, and empha-
sizes the notion of common sense. Common sense embodies all the tacit knowl-
edge or procedural know-how that is often not explicitly taught, nor easily ver-
balized (Sternberg et al., 2000). To assess practical intelligence, Sternberg and
colleagues have developed tests that ask people to rate the effectiveness of dif-
ferent strategies for dealing with situations likely to arise in everyday life. There
is evidence that measures of practical intelligence predict academic achieve-
ment and supervisor ratings of work performance over and above traditional
measures of intelligence (Grigorenko & Sternberg, 2001; Sternberg et al.,
2000).

We expect emotional and practical abilities to be somewhat associated, in
so far as emotional abilities reflect attunement to social norms and expecta-
tions, and thus reflect common sense, as well. However, we have only just
started to investigate the relationship between emotional and practical intelli-
gence. In a preliminary study with 70 college students, modest correlations
(r’s = .25) were found between the understanding and managing of emotions
branches on the MSCEIT and the College Students’ Tacit Knowledge Inven-
tory (CSTKI; Grigorenko, Gil, Jarvin, & Sternberg, 2002). Further research
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is needed to replicate these findings and better understand the relationship
between the two realms of ability.

Creativity

Although no investigator has directly correlated ability measures of EI with
measures of creativity, emotions are intimately involved in the creative proc-
ess, and research on creativity and affect suggests that EI abilities should be
related to creativity (Csikszentmihalyi, 1996; Domino, 1989; Shaw & Runco,
1994). Perception of emotion in colors, for instance, has been linked to cre-
ativity in studies by Dailey, Martindale, and Borkum (1997). People with
high scores on the Remote Associates Test, an index of creative ability, were
better able to discriminate emotions in colors than less creative individuals.

Another way EI may influence creativity is that creative individuals ap-
pear to plan and direct their behavior in ways that optimize their perform-
ance (Csikszentmihalyi, 1996). Two EI abilities, the use of emotion to facili-
tate thinking and management of emotions, may aid in directing behavior to
enhance creativity. For example, people who are aware of the influence of
mood on their thinking may capitalize on emotional ups and downs so as to
enhance their creativity. Positive moods were found to facilitate inductive
and creative thinking, while negative moods may facilitate attention to detail
and deductive reasoning (Isen et al., 1987; Palfai & Salovey, 1993).

The ability to experience synesthesia, which involves associating feelings
and other sensations (one task on the MSCEIT’s use of emotions branch),
has also been linked to creativity (e.g., Dailey et al., 1997; Domino, 1989).
For example, Domino (1989) showed that people who report frequent experi-
ences of synesthesia score higher on personality traits (i.e., Adjective Check-
list for Creativity; Domino, 1970), attributes of perceptual style (i.e., prefer-
ence for complexity; Barron, 1953), and divergent thinking. Finally, the
ability to access one’s emotions and use them in thinking has been described
as the basis of metaphor generation (Lubart & Getz, 1998). The ability to
generate metaphors may facilitate the creative process by suggesting analo-
gies or unique ways to redefine problems (Lubart & Getz, 1998).

Following a different line of research, Averill (Averill, 1999; Averill &
Thomas-Knowles, 1991) wrote about emotional creativity as the ability to ex-
perience emotions that are novel, authentic to self, and adaptive. Emotional
intelligence is likely to be related to emotional creativity as cognitive intelli-
gence is related to cognitive creativity. These two constructs are thought to be
related because both EI and emotional creativity are defined as abilities, re-
flect individual differences, and rely on the understanding and regulation of
emotional experience.
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ENERGY LATTICE

Psychological Well-Being

Several studies have linked EI to psychological well-being as measured by
Ryft’s (1989) scales. The scales tap into autonomy, mastery, personal growth,
positive relations with others, purpose in life, and self-acceptance. Brackett
and Mayer (2003) reported significant correlations between MSCEIT total
scores and five out of the six dimensions (all but autonomy). The highest cor-
relations were found with personal growth and positive relations with others
(r’s = .36, .27, respectively). In another study, Brackett (2001) reported a
small, but significant correlation between EI and Diener’s (1984) satisfaction
with life scale (r = .12).

Depression and Anxiety

EI also appears to be related to less depressive symptoms and anxiety. Head
(2002), for instance, found significant correlations between the managing
emotions subscale of the MSCEIT and measures of depression (r = —.33), as-
sessed with the Beck Depression Inventory, and trait anxiety (r = -.29),
measured by the State-Trait Anxiety Inventory (Spielberger, Gorsuch, &
Lushene, 1970). There is also a rich literature, which suggests individual dif-
ferences in emotional regulation among children are associated with adapta-
tion in all domains of life (Caspi, 1998, 2000; Eisenberg, Fabes, Guthrie, &

Reiser, 2000; Kagan, 1998).

ROLE PLAYER

Evidence has accumulated on the importance of EI abilities for prosocial be-
havior. Studies with children, using a variety of assessment tools, have linked
many EI abilities (e.g., reading emotions in faces, understanding emotional
vocabulary, and regulation of emotions) to social competence and adapta-
tion using peer, parent, and teacher ratings (for reviews see Eisenberg et al.,
2000; Halberstadt, Denham, & Dunsmore, 2001; Saarni, 1999). In a prelimi-
nary study, schoolchildren scoring higher on the MEIS were rated by their
peers as less aggressive, and by their teachers as more prosocial, than students
scoring lower on EI (Rubin, 1999).

There is also evidence that El is associated with adults’ quality of social re-
lationships. In several studies with college students, EI was associated with
various indicators of positive social relations (r’s in the .40 range), even after
personality and traditional intelligence were statistically controlled. For ex-
ample, Lopes et al. (2003) reported a correlation between the managing emo-
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tions subscale of the MSCEIT and global self-perceived quality of interper-
sonal relationships (Ryff, 1989). The MSCEIT was also associated with more
supportive relationships with parents and less antagonistic and conflictive re-
lationships with a close friend, as assessed by Furman and Buhrmester’s
(1985) Network of Relationships Inventory. Another study looked at college
students’ interactions on a 10-week group project at the University of To-
ronto. Students with high scores on the managing emotions subscale of the
MSCEIT were more satisfied with other group members, with the quality of
the communication within the group, and with the social support they re-
ceived from their peers (Coté, Lopes, & Salovey, 2002). Students with higher
EI were also exhibited high visionary leadership as rated by their peers (7’s in
the .30 range).

A study with German college students examined the relationship be-
tween EI and the self-perceived quality of daily social interactions. Partici-
pants reported all social interactions that lasted 10 minutes or longer, every
day, for 2 weeks (Lopes, Brackett, Schiitz, Sellin, Nezlek, & Salovey, in
press). Results showed that individuals with high scores on the managing
emotions subscale of the MSCEIT tended to be more satisfied with their
daily interactions with people of the opposite sex (r’s in the .3 to .4 range).
They also perceived themselves to be more successful at impression man-
agement in daily social interactions.

There is also evidence that EI is related to peer perceptions of social and
emotional competencies. Lopes et al. (in press) asked college students to rate
themselves and nominate up to eight peers living in their residential college
on a questionnaire pertaining to social and emotional competencies. Students
who scored higher on the managing emotions branch of the MSCEIT not
only reported higher self-perceived social competence, but were also more fa-
vorably viewed by their residential college classmates.

It is worth mentioning that the relations between EI and the various crite-
ria in the previous four studies remained significant after controlling for the
Big Five personality traits (and traditional analytic intelligence as well, in two
of the studies). It is also noteworthy that the managing emotions branch was
more strongly associated with the criteria than the other branches of EI. This
may be due, in part, to the fact that managing emotions is a higher-order abil-
ity that draws upon the other three EI abilities. Managing emotions may also
influence social interactions by facilitating other social skills and through
emotional contagion.

Finally, Brackett et al. (in press) measured the quality of interpersonal re-
lationships by asking people to report the number of times that they engaged
in both positive and negative behaviors with best friends, significant others,
and parents. Positive relations were assessed with factor-based life space
scales (self-reported behaviors) that had questions pertaining to having long
conversations with friends and displaying affection with a significant other.
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Negative interactions were assessed with scales that had questions pertaining
to behaviors such as getting screamed at by a parent or drinking alcohol
heavily with a friend. Results of the study showed that EI was associated with
more positive interactions and fewer negative interactions, although the lat-
ter effect was only significant for men.

EXECUTIVE CONSCIOUSNESS

Flow Experiences

Flow entails a state of balance in consciousness between psychological re-
sources and task demands, enjoyment of the activity at hand, lack of self-
preoccupation, and a sense of personal growth. EI may contribute to flow ex-
periences because of the crucial role of emotional regulation and attention in
flow (Csikszentmihalyi, 1992). Entering the flow state entails a delicate emo-
tional equilibrium: avoiding both anxiety, usually associated with excessive
challenge for one’s level of skill, and boredom, associated with insufficient
challenge.

Maladaptive Behaviors

The ability to manage emotions and their expression is vital for coping with
life’s challenges. The excessive use of recreational drugs and alcohol, as well
as the involvement in high risk and violent behavior are likely to reflect defi-
cits in EI. EI theory posits that a person’s ability to accurately perceive, use,
understand, and regulate emotions may help to prevent involvement in po-
tentially harmful behaviors.

In an initial study, Formica (1998) reported a negative correlation (r =
—.37) between a measure of destructive behavior (e.g., drug and alcohol use,
selling drugs, engaging in acts of mischief-destruction) and the MEIS, an
earlier measure of EI. Brackett et al. (in press) extended Formica’s findings
using the new MSCEIT and more extensive behavioral criteria. College stu-
dents’ self-reported use of illegal drugs (e.g., number of times smoked mari-
juana, used cocaine, or both), alcohol consumption (e.g., most amount of
beer drank in one evening, number of times fallen asleep because of intoxi-
cation), and violent-mischievous behavior (number of fights in the last
month, number of times arrested in the last year) all correlated negatively
with the MSCEIT (r’s = —.28 to —.45). The previous findings remained sig-
nificant after controlling for the Big Five and verbal SAT scores. The corre-
lations in Brackett et al.’s study were only significant for males, however.
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This may be due, in part, to restricted ranges in scores on some of the out-
come variables for females.

FUTURE DIRECTIONS AND SUMMARY

In this chapter, we discussed how emotional, motivational, and cognitive
processes are related to intelligent behavior from the perspective of EI theory
and research. We provided evidence that EI can be reliably measured, that it
shows discriminant validity in relation to other cognitive abilities and person-
ality traits, and that it has incremental validity in predicting outcomes that
are important for the individual and for society. Evidence thus far suggests
that individual differences in EI are associated (positively) with the quality of
social interactions, healthy behavior, and psychological well-being in late ad-
olescence and early adulthood. El is also associated (negatively) with depres-
sive symptoms and maladaptive behavior such as drug use and violence.
These findings lend support to a broader view of intelligence—one that goes
beyond verbal 1Q and looks at other abilities that have important implica-
tions for people’s lives.

Research on El is still in its early stage and many questions have yet to be
investigated. Now that important concerns about the reliability and factor
structure of ability measures have been addressed (Mayer et al., 2003), it is
time for researchers to seek a deeper understanding of EI. In particular, it is
important to examine how EI develops, its covariance with other mental abil-
ities and traits, and its criterion and predictive validity with respect to impor-
tant life outcomes at home, school, and work.

In the area cognitive functioning, it is possible that IQ is the single best
predictor of work performance when we look at people of all levels of intelli-
gence (Herrnstein & Murray, 1994; Schmidt & Hunter, 1998). However, if we
look at a pool of candidates of fairly high IQ, it may well be that EI abilities,
rather than IQ, make the difference between a top professional and a medio-
cre one. The relationship between EI and creative abilities still has to be in-
vestigated. Several hypotheses regarding the relation between creativity and
intelligence (Sternberg, 1999) may also be applied to EI and emotional cre-
ativity. For example, is emotional creativity just a correlate of EI or is it an
additional factor of EI?

There is reason to believe that EI will correlate with motivation. Spe-
cifically, a person’s ability to use emotions to facilitate thought might help
trigger behaviors in which the person has the highest likelihood of success.
For example, experimental research employing mood induction would be
necessary to assess whether individuals higher on EI are better able to direct
their behavior into productive tasks. If this were the case, EI may be related
to higher frequencies of flow experiences and in turn contribute to a person’s
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happiness (Csikszentmihalyi, 1990). Given the preliminary evidence of the
negative relation between EI and depression, we might also wonder whether
lower EI is a risk factor for mental illness.

Now that we know that EI correlates with positive social relationships
(e.g., Brackett et al., in press; Lopes et al., 2003, in press), it would be impor-
tant to understand the processes through which EI operates in interpersonal
relationships, and the social contexts or situations in which specific emo-
tional abilities are likely to play an important role. For example, how does EI
relate to marital satisfaction? Future research might assess the congruence
between the kinds of abilities involved in EI and the abilities required to suc-
cessfully negotiate marital ups and downs (Fitness, 2001).

Emotionally intelligent people can manage their emotions more effectively
and, consequently, they should be able to cope better with life’s challenges.
Thus, research is needed to understand whether emotionally intelligent peo-
ple select the most appropriate coping strategies for different types of situa-
tions. For example, when faced with a negative life event that cannot be
changed (e.g., loss of a loved one), will emotionally intelligent people recog-
nize the importance of using emotion-oriented coping strategies and success-
fully regulate their emotions?

Finally, research on how EI develops and the extent to which it is biologi-
cally based or learned is in urgent need of investigation. To the extent that EI
is learned, Gottman, Katz, and Hooven (1997) suggested that EI may be in-
fluenced by parental behaviors that he calls emotion coaching and emotion
dismissing. Indeed, recent research suggests an association between young
adults retrospective self-reports of parental emotion dismissing and lower EI
(Kroell, 2002).

To what extent can EI be taught? The authors of this chapter differ in their
beliefs regarding the extent to which intelligence in general, and EI in particu-
lar, is relatively fixed or malleable. It is unlikely that superficial training pro-
grams can boost EI substantially because emotional skills reflect a lifetime of
learning. However, if traditional schooling increases cognitive abilities (Gus-
tafsson, 2001), it is possible that educational programs focusing on social and
emotional abilities might stimulate EI. In fact, there is evidence that school-
based programs of social and emotional learning produce beneficial out-
comes in terms of adaptation to school and school learning (e.g., Hawkins,
Catalano, Kosterman, Abbott, & Hill, 1999; Kusché¢ & Greenberg, 2001). It
is worth mentioning, however, that a recent review of EI intervention pro-
grams cautions that most programs to date are not specifically designed to
improve components of ability EI and lack both internal and external valid-
ity (Zeidner, Roberts, & Matthews, 2002). One possible reason for this is that
most existing programs were not originally designed as EI intervention pro-
grams, but as preventative tools against the problems of drug abuse and de-
linquency facing many schools.
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CONCLUSION

In spite of the claims of popular authors, we do not believe that EI will prove
to be twice as important as cognitive intelligence in predicting “success” in
life (Goleman, 1998, p. 31). We do, however, expect EI to be an important
predictor of significant outcomes. The research presented here suggests that
EI, defined and measured as a mental ability, is likely to take its place along-
side other salient psychological variables as an important correlate of adapta-
tion and performance at school, home, and the workplace.
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However, a person who has just cut his finger on a knife and watches the
blood ooze over his palm has no uncertainty about the existence of objects
that can cause blood to flow, and is certain that he feels different than he did

moments earlier.
—Kagan (2002, p. 72)

The energy for initiating an intended action can come from the situation en-
countered . . . or it can be self-generated through a volitional process called
self-motivation.

—Kuhl (2000, p. 191)

The field of motivation addresses the issue of what determines—induces a per-
son to act or behave in a particular way. A dialectical-constructivist ap-
proach to motivation should add to this a causal account of how-why the
organism synthesizes performances vis-a-vis situations. This integrative per-
spective has not always been there. Research in the 1940s, 1950s, 1960s, and
even 1970s often construed motivation as the cognitive-behavioral manifes-
tation of instinctual-innate drives such as hunger, sex, fear, attachment, and
other positive or negative affects. Research in the 1970s, 1980s, and 1990s
was dominated by an emphasis on social-learning determinants of motiva-
tion; and by a growing awareness that human motivation results from
complex structural learning processes that synthesize and adapt organismic
functional structures to constitute people’s plans—projects for action within
situations. Although the current literature on human motivation offers exten-
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sive discussions of relevant issues and constructs, it lacks an adequate, ex-
plicit, dynamic, and unified organismic theory or framework that can explain
the ontogenetic evolution of motivation. By the term organismic we mean
compatible with and interpretable into what is now known about brain and
biological processes of the human organism. Our aim is to contribute new
clear ideas and some tentative unifying models that might be useful to the
theory-building enterprise.

In this chapter, we sketch our idea of an organismic general model (or
framework) that can serve to address the analysis of human motivation from
a developmental organismic perspective. To this end, we describe some plau-
sible organismic processes and resources, we define with their help basic con-
cepts such as motive and specific interests, and use analytical methods that
can serve to clarify developmental timetables of many motivational con-
structs, as well as sources of individual differences. We illustrate some of
these ideas with our own and others’ data.

THE CAUSAL TEXTURE OF THE ENVIRONMENT:
ORGANISMIC SCHEMES

We focus first on epistemological problems relevant to motivational theory,
such as the nature of reality and of human activity (understood as goal-
directed interaction with situations, aimed to control or understand the ob-
jects, persons, or both therein; Leontiev, 1981). The question of motivation
concerns mechanisms and processes that can bridge the gap between a per-
son’s makeup (his or her psychological organism) and the actual situation out
there, in order to explain the person’s agency and his or her implicit construal
of tasks and obligations. Kant (1965; Pascual-Leone, 1998) saw the schema
as the organism’s way of bridging the gap between the organism and its situa-
tional context as such, that is, the constraints—resistances of the actual situa-
tion. However schemas or schemes of Kant or Piaget are neither organismic
(i.e., embodied) nor situated (i.e., contextualized) enough to serve as tools in
motivational process analysis.

Motivation attempts to explain the “what,” “why,” and “where” of a per-
son’s more or less conscious praxis and practice. By praxis we mean cognitive
or motor goal-directed actions addressed to the environment, to satisfy cen-
tral and intrinsic personal needs (i.e., affective goals). Practice is similar to a
conscious or unconscious praxis that often uses automatized operations, and
is enacted to satisfy marginal and predominantly extrinsic needs or affective
goals. In these definitions, intrinsic (or endogenous) means stemming from
processes initiated by the organism itself; extrinsic (or exogenous) refers to
processes originally induced by others or by the situation. We call moti-
vationally central those needs or affective goals that subjects address for their
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own sake, in a self-fulfilling manner. We call motivationally marginal those
needs or affective goals that subjects address only as means for attaining
something else. Affective goals correspond to organismic processes that cause
the well-recognized concept of needs and stem from the activity-directing
function of affects (or instincts). Spinoza called these organismic causal proc-
esses conation (conatus—Deleuze, 1990; Spinoza, 1995); and today they are
called conative effects of affect (Fredrickson, 2001; Greenberg, 2002; Pas-
cual-Leone, 1991). These distinctions are important, because praxis is often
more motivating than practice, and central motives are often more motivat-
ing than marginal ones. In contrast, extrinsic versus intrinsic motivation is
subject to individual and developmental differences (Eccles, Wigfield, &
Schiefele, 1998; Koller, 2000). We shall use this terminology to emphasize
that actual goals always involve an affective-emotive component that is ex-
pression of the organism’s infrastructure (essential internal constraints) and
dynamism.

Motivation interfaces or intertwines the organism’s affects—emotions and
knowing functions with the nature (constraints or resistances) of external-in-
ternal reality and the person’s activities in this environment. We think of the
reality-out-there as a universe of species-specific resistances (i.e., kinds of re-
lational perceptual patterning or of experiential outcomes) that emerge in the
individual’s activity, both praxis and practice, within a given context-situa-
tion. These resistances often are found to have dependency relations among
themselves. Thus reality is populated with packages of interdependent
resistances that are relative to each species. These packages can be inter-
preted, without falling into empiricist excesses, as indexing real invariants (cf.
Gibson, 1979; Nakayama, 1994; Nozick, 2001; Ullmo, 1967); that is, rela-
tional aspects of reality that the individual can cognize and, in a nonem-
piricist but constructivist way, learn to re-present to himself or herself (as al-
luded by Kagan in the epigraph). Furthermore, these packages maintain with
each other fairly invariant interdependencies, which are exhibited by human
activity (praxis—practice) and are experienced as reality supports for activity
(these are Gibson’s affordances), or as hindrances that reality opposes to us
(obstacles or proper resistances). Motivation (which functionally intertwines
affect-emotion, cognition, and reality) leads the person to internalize (learn)
these packages and their interdependencies, thus acquiring some, schematic
and actively modeled, re-presentation of what Tolman and Brunswik (1966)
called the causal texture of the environment.

From this bio—psychological causal perspective, it is appropriate to recog-
nize that internalization (learning) of these reality packages, and the learning
of how they change conditional to our activity, necessarily implies three dis-
tinct categories of invariant, packaged resistances: (a) those that stand for the
targets of the person’s praxis or practice, which we shall call obs, to empha-
size that they are not objects but are dialectical-constructivist substrata for
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the empiricist objects of experience; (b) those packages that stand for patterns
of action or operation (praxis or practice) that are causally instrumental for
changing obs, or the relations among obs, in expectable ways—these are
packages that we call pros, that is, the constructivist substrata for the empiri-
cist procedures and operative processes; and (c) those packages of resis-
tances, simple or complex, that functionally serve to provide adjunct infor-
mation about obs, pros, and the situations in which they usefully can be
applied. These packages, which we call ads, can describe properties or rela-
tions pertaining to obs or situations, and can also describe conditions or pa-
rameters that pros needs to satisfy in order to be applicable to obs and situa-
tions. Adjectives, adverbs, the meaning of relative clauses, and advertisements
all have this category of adjunct-information as their reality foundation.

For instance, in the quote of Kagan we give in the epigraph, the finger, the
knife, the blood, and the palm are each represented in the person’s brain as 0b
schemes. The category description “objects that can cause blood to flow” is
an ad scheme that causally relates obs such as knives to parts of the body (e.g.,
fingers) and to blood. The brain representation of the knife’s action, which
actually caused the blood to flow, is a pro scheme. Notice that at a finer, less
molar level, each of these scheme units can be decomposed as constituted by
finer, lower level, ads (releasing conditions), obs (intended distal-cognitive
objects), pros (intended action, e.g., the procedure of cutting), or all of the
above.

Although pros are correlates of people’s blueprints for actions or transfor-
mations, that is, of what Piaget and neo-Piagetians would call operative proc-
esses (essentially the procedural knowledge of cognitive science), both obs
and ads are correlates of people’s descriptions of states, which Piaget and
neo-Piagetians call figurative processes (related to declarative knowledge of
cognitive science, but which could be either explicit or implicit). One main
difference between obs and ads seems to be motivational: obs, but not ads,
serve as possible targets for the person’s praxis. Notice further that abstrac-
tion and internalization (i.e., learning) of obs, ads, and pros cannot be made
in a piecemeal manner. The three sorts of functional category constitute a di-
alectical trio. They dynamically emerge together, in the context of activity
within situations, as the functional structure of this activity becomes internal-
ized; that is, the three functional categories are abstracted together in coordi-
nated packages, thus producing organismic schemes (i.e., collections of neu-
rons distributed over the brain that are cofunctional and often coactivated).

These organismic schemes are sifuated semantic-pragmatic functional sys-
tems that carry some coherent knowledge or know-how about relevant activi-
ties. Schemes are dynamic systems, abstracted across situations for a given
sort of praxis, coordinating internalized models of obs, ads, and pros in their
interaction. From a structural perspective, a scheme can be understood as ex-
pressing the well-learned coordination of three components: (a) a functional
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system that embodies the gist (the pros or obs, and activity) of the scheme’s
semantic-pragmatic organization; (b) a set of conditions (ads, obs, or pros)
that release the scheme; and (c) a set of effects (pros, obs, or ads) that follow
from the scheme’s application to experienced reality. Schemes must be inter-
nally consistent to be formed, and they are recursive. Conditions, effects of
schemes, or both can in turn be constituted by (copies of) other schemes.
These complex schemes, often called structures, could be interpreted as se-
mantic networks (Fuster, 1995; Kagan, 2002).

Notice that schemes are self-propelling (i.e., they tend to actively assimi-
late or structure experience); and they are natural units of functional infor-
mation processing, because the person’s intercourse with experienced reality
(with praxis or practice resulting from application of schemes) is in turn inter-
nalized into schemes (i.e., repeatable semantic-pragmatic invariances) that
embody components of the (external or mental) performance that satisfy the
person’s affective (positive or negative) goals.

AFFECTS, EMOTIONS, AND OTHER SCHEMES
OR STRUCTURES THAT INFLUENCE
DEVELOPMENT OF MOTIVATION

It is well recognized that affects—emotions (see Greenberg & Pascual-Leone,
1995, 2001; Pascual-Leone, 1990, 1991; for our detailed formulation of their
developmental emergence) are a set of qualitatively distinct, epigenetically
evolved, functional systems (Ekman & Davidson, 1994; Fredrickson, 2001),
whose function is to evaluate by way of feelings. As Damasio (2001) put it,
feelings are the complex mental states that result from emotional states (i.e.,
from the activation—application within the organism of the person’s own
affective—emotion schemes—and feelings are ads, related to experiences,
brought about by these schemes as their effects). Or to say it as Merleau-
Ponty (1968) preferred: Feelings are subjective-biological feedback that we
receive from our “flesh.” Affects evaluate ongoing (or about to happen) expe-
riences and the organism’s current states, as good or bad, appealing or
aversive, positive or negative, etc., and then inform the psychological organi-
zation (in humans the self “hidden” in the brain) about these evaluations.
This automatically sets in motion modes of processing and functioning that
prepare body reactions and bias mental and behavioral functioning, in direc-
tions congruent with tacit anticipations of results. These specific action ten-
dencies are caused by affects, as they apply within the organism. For in-
stance, fear biases the organism toward escape, anger toward fighting, love
toward tender physical contact, etc. (Beck, 1996; Edelman & Tonioni, 2001;
Ekman & Davidson, 1994; Fredrickson, 2001; Frijda, 1987; Frijda, Kuipers,
& Schure, 1989; Greenberg, 2002). These conative modes of processing are
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what we call affective goals. We interpret affects and their often-tacit goals to
be affective schemes (Pascual-Leone, 1991). The affective goals are effects
produced by affective schemes when they are released within and ex-
pressed—manifested in the organism. Part of this expression is the occurring
physiological changes suitable for the affective tendency in question.

Purely affective processes, as we define them, seem to be initiated in brain
activities of the limbic system, of which the amygdala plays an important role
in preattentive processing of situations and in recognition of affectively sa-
lient stimuli, at least for negative affective reactions (Anderson & Phelps,
2001; Damasio, 2001; Habib, 2000; LeDoux, 1995; Rolls, 1995; Schaefer et
al., 2002). In contrast, the medial orbitofrontal cortex (ventromedial pre-
frontal region) and the anterior cingulate cortex are important in re-presenting
to consciousness pleasant or unpleasant affective values of experiences (All-
man, Hakeem, Erwin, Nimchinsky, & Hop, 2001; Bechara, Damasio, Da-
masio, & Lee, 1999; Davidson, 2001; Ochsner, Bunge, Gross, & Gabrieli,
2002). Cognitive expression of affective goals may be related to the orbito-
frontal cortex and the anterior cingulate cortex, at least for the high cognitive
functions (Albright, Jessell, Kandel, & Posner, 2001; Davidson, 2001). For
low-cognitive or automatized cognition other brain structures, such as the
Broca language center, the insula, or the entorhinal cortex, may play a similar
role (Albright et al., 2001; Barraquer Bordas, 1995). The effortful control of
affects and emotions seems to be related to the dorsal part of anterior
cingulate gyrus,! the lateral and medial prefrontal regions, and perhaps also
the basal ganglia, together with the prefrontal cortex (Albright et al., 2001;
Allman et al., 2001; Ochsner et al., 2002). Interestingly, the left prefrontal
hemisphere seems to be concerned with the control of positive affects—emo-
tions, whereas the right prefrontal hemisphere deals with negative af-
fects—emotions (Davidson, 2001; Fox, Henderson, & Marshall, 2001). We
shall elaborate on this in the following.

Application—implementation of affective goals necessarily involves activa-
tion and application of cognitive schemes. In contrast to affective schemes,
which only evaluate organismic states, cognitive schemes tell organisms
about packages of resistances encountered outside or inside (bodily) reality;
they carry factual information and not evaluation. When the affective goals
are aroused and perhaps implemented, cognitive schemes must be part of it,
however; and thus affective and cognitive schemes soon become coordinated
within many different affective-emotion systems (Pascual-Leone, 1991). The
resulting hybrid schemes (i.e., affective and cognitive) are main causal deter-

'The anterior cingulate gyrus has two parts, ventral and dorsal, which seem to be mutually in-
hibitory (Albright et al., 2001) and are concerned, respectively, with emotions and cognition;
“cognitive conflict tasks tend to reduce activity in the more ventral area of the cingulate”
(Albright et al., 2001, p. 34).
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minants of emotions and of personal-personality processes, and so we call
them personal or emotion schemes (Greenberg, 2002; Greenberg & Pascual-
Leone, 2001; Greenberg, Rice, & Elliot, 1993; Pascual-Leone, 1991). As the
child develops, the initial innate affects (affective schemes), released by the
circumstances, come to be more or less coordinated with their corresponding
cognitive schemes, producing emotion schemes (causal substratum of emo-
tions) and personal structures. Affect in consciousness is always carried by
emotions, and this is possibly why many authors (e.g., Ekman & Davidson,
1994) treat affect and emotion as synonymous. In our opinion, this is an er-
ror. Primary affects (e.g., Pascual-Leone, 1991) are clearly innate, but cogni-
tive components of emotions cannot be innate because they are situated (i.e.,
context specific). This error obscures the development of emotions and moti-
vational processes.

Most of the schemes that make up the conscious or preconscious processes
(the person’s ego), whether they refer to one’s own person—organism (self-
schemes), to the outer world or the others (interpersonal and intersubjective
schemes), are hybrids. That is, they are personal or emotion schemes, even
when emotional defense mechanisms (special sorts of executive self-schemes)
may keep the emotional component out of consciousness. Executive schemes
are operative schemes that embody plans of action and control and allocate
brain resources to schemes congruently with the current task demands
(Pascual-Leone, 1995, 1996, 1998; Pascual-Leone & Goodman, 1979; Pas-
cual-Leone, Goodman, Ammon, & Subelman, 1978; Pascual-Leone & Irwin,
1998; Pascual-Leone & Johnson, 1991; Pascual-Leone, Johnson, Baskind,
Dworsky, & Severtson, 2000). We do not discuss executive processes, because
they are well recognized in the current literature. We should emphasize, how-
ever, that in our view there is no single central executive system. Rather, there
is a multiplicity of executive schemes that are more or less situation-specific
and context bound and are learned locally in a situated manner (Pascual-
Leone, 2000a).

Affective schemes, and their aptitude to coordinate with cognitive schemes
with the help of mental attentional capacity monitored by executive schemes
(Pascual-Leone, 1991), serve to explain the difference between motives and
specific interests,”> and among interest, utility, and personal importance (e.g.,
Eccles et al., 1998). The distinction between motives and interests, not alto-
gether clear in the literature, is important from the perspective of develop-
mental motivation theory. Motives, from an organismic perspective, express
affective goals (i.e., specific action tendencies) that are strong enough to in-

2Some emotion researchers, such as Izard (1977) and ourselves (Pascual-Leone, 1991), refer
to interest as a general disposition elicited by novelty and curiosity. This is not the sense of inter-
est we are referring to in this paper. Here we refer to specific-substantive interests, as described
in the educational-developmental literature (Renninger, Hidi, & Krapp, 1992).
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fluence the choice of activity. They constitute, as Oerter (2000) would say,
the basic frame of a person’s here-and-now motivation. Motives may be
strong and yet unclear about the objects (obs) that can satisfy them. For in-
stance, in inexperienced or naive people, sex or even hunger (but only with
children from well-fed families) may be strong and yet leave the person con-
fused about a suitable object of desire. Experience is needed to discover that
pangs in the stomach and lack of mental focus are expression of hunger, or
that restlessness and the eyes’ attraction to the bodies of others are caused
by the sex motive. These discoveries (i.e., the learning or differentiation of
motive schemes) do bring interest to the objects in question. Specific inter-
ests, in contrast, are constructs—schemes ontogenetically derived from mo-
tives; they constitute the manifestation in human activity (and in the per-
son’s object representation, i.e., in the internalized obs) of more or less
enduring affective goals.

MOTIVATIONAL PROCESSES ARE NOT

JUST DUE TO SCHEMES: BRAIN RESOURCES,
OVERDETERMINATION, AND CONSTRUCTIVE
LEVELS OF PROCESSING

Information-carrying processes (i.e., schemes—knowledge, affects, or other
learned or innate substantive dispositions) are not sufficient to explain the
emergence of suitable intrinsic motivations. Our theoretical model must be
enriched with a consideration of brain resources and their control mecha-
nisms. Perhaps the least understood brain resources for the process analysis
of motivation are those that in their dialectical coordination lead to emer-
gence of what, after William James, we call mental attention (Pascual-Leone
& Baillargeon, 1994; Pascual-Leone et al., 2000). Mental attention appears as
a complex content-free (i.e., general-purpose) brain organization of capaci-
ties, a dialectical system constituted by four different sorts of resources,
which we consider main determinants of consciousness and its causal power.
One of these resources is M-capacity (one of the causal determinants of work-
ing memory—Pascual-Leone, 2000a). When mobilized (which gives the feel-
ing of mental effort) and applied—focused on chosen schemes, M-capacity
can hyperactivate them (i.e., maximally activate schemes, inducing synchro-
nized firing in their neuronal circuits—Singer, 1994, 2001). Another of these
resources is mental-attentional interruption, which actively inhibits (to a
controllable degree, we think) the schemes on which it applies (Case, 1992,
1998; Fuster, 1989; Pascual-Leone, 1987, 1989; Posner & DiGirolamo,
1998; Stuss, 1992). Human consciousness can change its current contents
because of these two mechanisms that modulate mental attention and pro-
duce the stream of consciousness (James, 1892/1961).
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We model this mental attention (MA) mechanism in terms of a dialectical
system of four functional resources, which we discuss in four MA points :

MAI. The first constituent of mental attention is the currently dominant
cluster of executive schemes that carry cognitive goals and are activated ini-
tially by affective goals. Notice that our model does not contain the construct
of a single central executive. Rather, we propose a repertoire of context-
bound (more or less situation specific) executive schemes that rally in clusters
of compatible schemes (this is a competition model based on overdeter-
mination), with the result that the currently dominant cluster of compatible
executive schemes runs the show. These executive schemes can mobilize and
allocate the resources (MA2) and (MA3). In Fig. 8.1 these compatible and
dominant executive schemes are symbolized by the letter E. Although the
concept of executive processes is not altogether clear in the literature, it is
generally agreed that these processes (which in our construal are executive
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FIG. 8.1. Model of endogenous mental attention.
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schemes) seem to be located in (or at least controlled by) the lateral prefrontal
areas of the brain (Brodmann Areas—BA 9, 46, 45, 44, 47; e.g., Goldman-
Rakic, 1995; Muller, Machado, & Knight, 2002). However “the precise func-
tioning and neural implementation of these executive functions is still unre-
solved” (Szameitat, Schubert, Muller, & von Cramon, 2002, p. 1184).

MA2. The second constituent is a mental energy or scheme-booster ca-
pacity, which we call the M-operator—a limited resource that grows in power
(i.e., in the number of schemes that it can boost simultaneously) throughout
childhood until adolescence. The hyperactivation of schemes by this resource
helps to produce what James (1892/1961) and others (e.g., Crick, 1994) have
called the beam of mental attention. Figure 8.1 denotes by H the schemes
upon which M-capacity is applied at the moment; and it denotes by H’ other
schemes in the subject’s repertoire that currently are not attended to. M-ca-
pacity increases endogenously from the first month of age up to adolescence,
according to an idealized schedule that, when measured behaviorally in terms
of the number of schemes that it can boost simultancously, appears in Tables
8.1 and 8.2. In these tables, the total measure of M-capacity (i.e., M-power) is
divided in two parts: the “e” and the “k” components. The “e” component is
the M-capacity that emerges during the sensorimotor period, and which at
the end of this period is equal to 6 (sensorimotor schemes being M-boosted si-
multaneously). The “k” component is the M-capacity that emerges from 3
years of age onward, reaching the asymptotic value of 7 mental schemes at
15-16 years. Notice that we are estimating behaviorally the amount of
attentional capacity available at a certain age, in terms of the number of
schemes that can be simultancously M-boosted. Because the sensorimotor
schemes and their network connections are much simpler (and so would need
less mental energy) than the schemes from subsequent mental stages, the “e”
scale (described in Table 8.1) and the “k” scale (Table 8.2) should not be com-
bined or confounded. Although this model for estimating mental attentional
capacity is still controversial, there is much experimental-developmental re-
search that supports it (see Case, 1998; Pascual-Leone, 1987, 1989, 1995,
1997, 2000a; Pascual-Leone & Johnson, 2001). To appreciate and use the
present chapter, however, the reader need not accept our quantification of
mental attention. It will suffice to accept that mental attention grows with age
and that task analytical methods can be used to rank tasks in terms of their
relative mental-attentional demand.

We think that the anterior cingulate gyrus, a limbic structure that Allman
et al. (2001) considered to be part of the neocortex, and several subcortical
brain structures (e.g., basal ganglia, cortical and subcortical connections with
reticular formation, and thalamic reticular complex) are part of the still un-
clear brain organization that constitutes M-capacity. Prefrontal areas related
to M-capacity control are those of the lateral prefrontal cortex: ventrolateral
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TABLE 8.1
The Sensorimotor Period (Six Substages)

Expected
M-Capacity

Landmark Performances

1. Me=0 The use of reflexes (0-1 mo)

2. Me=1 Acquired adaptations & primary circular reaction (1-4 mos)

3. Me=2 Beginning of secondary circular reactions & procedures for making interest-
ing sights last (4-8 mos)

4. Me =3 Coordination of secondary schemes & application of schemes to new situa-
tions (8-12 mos)

5. Me=4 Beginning of tertiary circular reactions & discovery of new means by active
experimentation (12-18 mos)

6. Me=5 Invention of new means through mental combinations (18-26 mos). Execu-
tive performance representation is not possible until this stage. Five or
four units are needed to spontaneously construct an executive.

7. Me=6 Transition to mental processing (26-34 mos)

8. Me=17 Early preoperational period (34-59 mos). The child is able to mobilize an ex-
ecutive and relate one symbolic scheme to another. The child has an M-ca-
pacity of Me =7, or Mk = e + 1.

TABLE 8.2
M-Levels in the Mental Period: Ideal Maximal M-Power Values
as a Function of Age (Years) and Correspondence
to the Piagetian Substage Sequence

M-Capacity Normative

(e +k) Piagetian Substage Chronological Age

e+ 1 Low preoperations 3,4

e+2 High preoperations 5,6

et+3 Low concrete operations 7,8

e+4 High concrete operations 9, 10

e+ 5 Substage introductory to formal operations 11, 12

et 6 Low formal operations 13, 14

e+ 7 High formal operations 15-adult

(BA 44, 45, 47) and, in more effortful tasks, dorsolateral (BA 9, 46, 9/46) re-
gions (Goldman-Rakic, 1995; Jonides et al., 1997; Klingberg, Forssberg, &
Westerberg, 2002; Rypma, Berger, & D’Esposito, 2002; Szameitat et al.,
2002). Klingberg et al. (2002) showed positive correlations between age (from
9 to 18 years) and amount of activity specific to a visuospatial working mem-
ory task, in the superior frontal sulcus (possibly BA 8, 9 and 46). We believe
that M-capacity is the functional brain organization that underlies what
Posner (Posner & DiGirolamo, 1998; Rothbart & Posner, 2001) called execu-
tive attention. However, neuroscience cannot today clearly distinguish be-
tween executive processes (such as executive schemes) and the general-
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purpose hidden resources (such as M-capacity or I-capacity) used by them to
change performance. Yet executive processes and hidden resources must be
distinguished, because substantive executive processes are mostly acquired,
whereas the hidden general resources (mental attentional capacities, content-
learning and structural-learning capabilities, etc.) have to be innate.

MA3. The third mental-attention resource is a capacity (which we call /-
operator) for central attentional inhibition of schemes, or mental-attentional
interruption. This is used by the dominant cluster of compatible executive
schemes to inhibit schemes that are irrelevant or misleading for the goals be-
ing pursued. The searchlight analogy for mental attention (Crick, 1994) is
made possible by mental-attentional automatic interruption of the schemes
that at each moment are not being boosted with M-capacity, that is, not se-
lected for attention at this moment (call these schemes H”). Automatic inter-
ruption (by the I-operator) is symbolized in Fig. 8.1 by the expression I(H’).
The developmental growth of I-capacity occurs, we believe, concurrently
with the growth of M-capacity. The control of mental-attentional inhibition
may take place in the ventrolateral (e.g., BA 44, 45, 47) and dorsolateral (BA
9, 46) prefrontal cortex (Durston et al., 2002; Mitchell, Macrae, & Gilchrist,
2002; Szameitat et al., 2002) in coordination with the M-capacity control.
The dorsal anterior cingulate and the ventromedial PFC, which Luria (1973)
emphasized, may intervene in mobilizing both M-capacity and interruption
I-capacity, by bringing in the appropriate affective goals and converting them
into cognitive goals (Albright et al., 2001).

MA4. The fourth and last constituent of mental attention serves to cre-
ate the closure of the beam of attention. This is an endogenous capacity of the
organism that (jointly with the principle of schemes’ overdetermination dis-
cussed below) dynamically integrates, into a single minimally complex per-
formance totality, the whole cluster of dominant compatible schemes at the
point when performance takes place (this often is called the binding prob-
lem). This performance-closure dynamism (possibly caused in the cortex by
automatic lateral inhibitory processes) is what neo-Gestalt psychologists and
others (e.g., Piaget) called internal or autochthonous field processes (e.g., the
Minimum Principle of perception, the S-R Compatibility principle of per-
formance, etc.). We call F-operator this performance-closure dynamism that
causes perception, imagery, thinking, language, motor activity, etc., to be in-
tegrated and minimally complex in an adaptive way. In this dynamic en-
deavor the F-operator works in tandem with a psychological and neural prin-
ciple that we call principle of schematic overdetermination of performance
(SOP; Pascual-Leone, 1995, 1997). This construct (derivable from Piaget’s
principle of schemes’ assimilation and also from the summation principle for
neuronal firing) can be formulated for schemes in the following manner. Per-
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formance, at any time, is synthesized by the dominant (most activated) clus-
ter of compatible schemes available in the brain’s field of activation at the
time of responding (Pascual-Leone, 1997). In this process the schemes that
are incompatible with the dominant cluster, even after accommodation (i.e.,
relaxation) of their constraints, are locally or centrally (this is interruption)
inhibited. In this way, mental attention focuses on the schemes of the domi-
nant cluster, and incompatible schemes, left out of M-space, are inhibited by
an automatic interruption mechanism.

Figure 8.1 symbolizes this dynamic model of mental attention. The three
key constituents of mental attention—the M-operator (mental energy M),
the I-operator (central inhibition or interrupt /), and the currently dominant
cluster of executive schemes F, are symbolized by a rectangular flashlight
controlled, at least in part, from the prefrontal lobes. This flashlight of men-
tal attention illuminates (boosts the activation of) a region (the inner ellipse
in Fig. 8.1) of the repertoire of action schemes. This region is the M-space
(i.e., M-centration) or focus of endogenous attention. Mental energy is ex-
erted on £ and on the chosen action schemes H, to empower them to produce
performance. Figure 8.1 assumes that the task the subject is dealing with is a
misleading one, that is, a situation that provides cues for and activates
schemes that are inadequate/misleading for the task at hand. Consequently,
schemes that are not relevant (and outside the M-space) must be interrupted
to reduce interference. Notice that, as Fig. 8.1 indicates (middle ellipse),
working memory in our model is a set of simultaneously hyperactivated (and
synchronized) schemes in the brain’s field of activation (the outer ellipse).
Working memory includes the M-space, but is larger than it within facilitat-
ing situations (i.e., situations that cue only task-relevant schemes and thus do
not require /-interruption). Notice that in misleading situations, working
memory will be restricted to the M-space, because the schemes outside it will
have been inhibited by the I-operator. In contrast, in facilitating situations
working memory will be larger than M-space, because of the schemes that are
being hyperactivated by affects—emotions (4 in Fig. §.1), by content learning
(C), or by logical-structural learning (L). Thus working memory could be
much larger than M-space in facilitating situations. Pascual-Leone and
Baillargeon (1994) discussed this model of mental attention in more detail
and used it to model probabilistic performance patterns exhibited in an M-
capacity task.

This model of mental attention often has been ignored, due to failure to see
the processual differences imposed by facilitating versus misleading situations.
In misleading situations, a processing conflict (dialectical contradictions or
strategy competition) usually emerges between two or more different, implicit
or explicit, strategies. One strategy, Y, is unsuitable, but is facilitated by well
learned or automatized schemes (often congruent with the field factor—our F-
operator). The other strategy, X, is suitable, but needs to be effortfully boosted
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by the mental-attentional mechanisms, such as executive schemes and M- and
I-capacities (Pascual-Leone, 1989, 1995; Pascual-Leone & Baillargeon, 1994).
Because in misleading situations the unsuitable strategy Y is more or less
automatized or overlearned, this is the first strategy to be mobilized and acti-
vated. Consequently, in order for the suitable strategy X to determine perform-
ance, application of the Y strategy must be averted by using active—central in-
hibition (i.e., mental-attentional interruption); and strategy X must be boosted
by efficiently mobilizing mental-attention. Misleading situations are common
in problem solving, cognitive development, and emotional-interpersonal de-
velopment, and they exhibit individual cognitive-style differences indexed by
the ability to cope well with them. For instance, Witkin’s field-independent
persons cope well; and despite having good developmental intelligence, field-
dependent persons often cope badly (Pascual-Leone, 1989; Wapner & Demick,
1991; Witkin & Goodenough, 1981).

Misleading situations also typically exhibit discontinuous or stage-wise
trajectories in their cross-sectional developmental traces of performance. Sta-
ble stages of development exist (contrary to Piaget’s claims) only in mislead-
ing situations. The reason for this restriction is that in misleading situations
misleading schemes must be interrupted (actively inhibited) and task-acti-
vated schemes not currently boosted by M-capacity (i.e., not in active work-
ing memory) will tend to be interrupted with them; consequently the schemes
needed to solve the task will have to be activated (directly or indirectly) by M-
capacity. In contrast, within facilitating situations task-relevant schemes are
not interrupted and remain active throughout, enabling solution of the task
without much need of M-capacity use; thus facilitating situations provide
poor criteria for true developmental stages (caused by the maturational
growth of M-capacity).?

A common example of a misleading situation, in the affective-motiva-
tional domain, is the case of a child—student—scholar who in the midst of
working under a close deadline for an important and difficult assign-
ment-exam—paper, receives a visit from a dear friend offering a very tempting
opportunity to do something together. Strategy Y will then become doing the
appealing thing, and X will be to continue working on the exam—paper. To

°In the neo-Piagetian Theory of Constructive Operators (Pascual-Leone, 1987, 1989, 1995,
1997; Pascual-Leone & Baillargeon, 1994) misleading situations are those that strongly elicit
schemes that are inconvenient for the task at hand for two important reasons: (a) the result of
their application is detrimental to the required task performance; (b) these schemes are released
by features of the situation shared by other task-relevant schemes, thus when misleading schemes
apply and interpret-incorporate the features in question, the subsequent probability of activa-
tion of these other task-relevant schemes will tend to be lowered. Notice that a distracting situa-
tion is one that elicits schemes satisfying condition (a) but not condition (b). A facilitating situa-
tion is one in which the schemes elicited are relevant to the task, so that they do not satisfy either
of the above conditions.
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avoid falling prey to strategy Y, the person must mobilize and apply both /-
interruption and M-capacity in the context of exerting his or her will. From
our perspective (Pascual-Leone, 1990; Pascual-Leone & Irwin, 1998), the Will
is an X strategy, driven by personal-emotive executive schemes, that, mindful
of other self-priorities (e.g., an urgent life project), interrupts the schemes of
Y and boosts with M-capacity the schemes of X. James (1892/1961) was al-
ready defining the Will along these lines: “effort of attention is thus the essen-
tial phenomenon of the Will” (p. 317, emphasis in the original).

Because mental-attention (M and 7 in coordination) usually grows in power
with chronological age up to adolescence (see Tables 8.1 and 8.2), the X-
boosting (and Y-interrupting) power of the Will grows (other things equal)
with the growth of developmental intelligence (i.e., the maturational growth of
mental attentional capacity and of learning potential). However, this matura-
tion of the Will is a small factor in the emergence of emotional intelligence,
which is influenced more by the development of affective control variables, life
experiences, family context, mentoring, etc. (Pascual-Leone, 1990, 2000b).

The progressive developmental growth of mental attention (i.e., E, M, I,
F) causes the emergence of epistemological levels of processing that are in-
dexed by the mental-processing complexity (estimated in terms of M-capacity
demand) of novel (not already learned or automatized) misleading situations,
which subjects of a certain age can solve by themselves. This is what we retain
of the controversial concept of developmental stages.

IMPACT OF AFFECT AND MOTIVATION
ON INTELLECTUAL DEVELOPMENT

Contrary to the brilliant recent school of developmental neo-nativists (e.g.,
Baillargeon, 2002) and consistently with most neo-Piagetians, we believe that
children are not born with a large repertoire of complex, content-specific and
situation-specific cognitive schemes, whether concepts, percepts, or proce-
dures. Instead we think that only a more modest repertoire of simpler innate
(cognitive or affective) schemes might actually exist, which includes a variety
of primary affect-emotion schemes and also a few more-complex schemes
that carry specific emotions (such as schemes for emotional attachment, i.e.,
the need for “mother love”; or positive emotions such as mastery—control, cu-
riosity, etc.; or innate negative—aversive emotions such as fear, etc.). Other
substantive schemes would be acquired from experience with the support of a
rich collection of innate general-purpose functional mechanisms; mecha-
nisms that we call hidden organismic operators and principles.

Examples of these hidden operators are the operators of endogenous men-
tal attention previously described, that is, E, M, I, and F. Other examples are
content learning (e.g., basic, conditioning or perceptual learning) and logi-
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cal-structural learning mechanisms (Case, 1998; Pascual-Leone, 1995; Pas-
cual-Leone & Goodman, 1979), which we call respectively C learning and L
learning. There are also innate general-purpose mechanisms (hidden opera-
tors) that aid in the situated effortless here-and-now integration of spatial re-
lations (relations of coexistence among schemes, that is, the cortical brain
processes related to the “where” question) and of time relations (sequential
relations among schemes; these are cortical processes that by collating cur-
rent sequential dependency relations among activated schemes help to con-
struct the distal objects of experience, with their pragmatic or conceptual
meaning, enabling construction of objects’ identity that clarifies “what” is the
object at hand). These are processes that we respectively call S operator and
T operator (Pascual-Leone, 1995, 2000a).

This collection of general-purpose brain mechanisms, together with a
modest repertoire of innate schemes (which include innate affects and emo-
tions generating affective goals), enables currently activated affective—emo-
tion schemes within the person to initiate activities that are prompted by the
situation or the current internal state. These activities are caused jointly (i.e.,
overdetermined) by the dominant (most activated) set of compatible schemes
currently active in the person’s repertoire (long-term memory). Schemes may
be dominant because they are activated by the situational context, or because
they satisfy affective goals, and thus receive activation from corresponding
affects—emotions (whether implicit or explicitly experienced). Alternatively,
schemes may be dominant because the current set of executive schemes (i.e.,
E) directs mental-attentional effort to them (i.e., M—capacity) causing their
hyperactivation. Likewise, contextually activated schemes that are incongru-
ous with the dominant set of affective goals will tend to be actively inhibited
(by mental-attentional interruption or I-operator monitored by E). In this
manner, performances that are relevant to the currently dominant set of af-
fective—emotion schemes (which in turn result from affective—personal proc-
essing and its affective choice) emerge by way of an effortful executive-driven
action processing and an effortful but implicit action choice. Even truly-
novel performances emerge this way, overdetermined by sets of goal-relevant
compatible schemes that are together applied to the situation. This sort of
effortful processing strategy at the service of affective goals, which relevant
executive schemes formulate into cognitive goals, constitutes what in the pre-
vious section we called an X strategy.

There is also an alternative automatic (automatized) form of strategies that
results from automatic action processing driven by overlearned perceptual
cues of cognitive goals (often from automatized schemes) suitable to strong
affective goals. This is what we called Y strategies, which fast-track perform-
ance implementation from automatic action or perceptual processing during
initial moments of the situation, to unreflected production of the perform-
ance. Figure 8.2 provides a flow chart that illustrates schematically different
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FIG. 8.2. Flow chart of the fundamental steps involved in high-cognitive (X-
strategy) and low-cognitive (Y-strategy) processing. Misleading situations are
ones in which X-strategies and Y-strategies are in conflict.

steps of these two important sorts of strategies. It is worth noticing, as Fig.
8.2 shows, that in every case both processing strategies (Y and X) are initiated
by, and serve, past or present affective goals (directly, or indirectly via the ex-
ecutive—cognitive goals they generate). Thus internalization of cognitive
schemes and structures, which often is mediated by X strategies, initially is
primed by, and at the service of, affective goals. Without affective goals, the
organismic choice of suitable cognitive schemes would be hard to achieve.
Further, whenever a subject enters a situation where a strategy X and one
(or more) strategy Y are simultaneously elicited and in conflict, because the
more peremptory strategy Y leads to unwelcome results, the situation in
question will qualify as a misleading situation, because the more-or-less auto-
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matic Y strategies are liable to cause errors unless controlled. In misleading
situations, two competing affective or cognitive goals (pertinent respectively
to X and Y) can be found; and to solve these misleading situations subjects
must first learn to control their affects—emotions, to delay response and criti-
cally contrast-evaluate the two strategies, directing effort of mental attention
to inhibit Y strategies and hyperactivate X. The appraisal of this state of af-
fairs is done by executive schemes that with experience, via cognitive (L)
learning, develop situated criteria of relevance driven by preeminent affective
goals active in the concrete situation(s). Via these criteria of relevance, affec-
tive—emotion schemes ultimately determine the direction that children’s cop-
ing-with-situations, and subsequent cognitive learning, will take. In this way,
they determine knowledge children acquire, and the personality that emerges
from these experiences and learning.

Although the innate or acquired cognitive—constructive mechanisms of a
child or adult, such as hidden operators and current repertoire of habitual
(i.e., learned) schemes, serve to interpret and construe the actual experience
causing cognitive learning, the direction taken by this interpretive and con-
structive process is due, at every turn, to activated affective-emotion schemes,
because they determine criteria of relevance and choice of executives to be ap-
plied. All cognitive goals have one or several preeminent affective goals as
their driving force, although consolidated (i.e., habitual) cognitive goals, be-
cause they are self-propelling, also have an intrinsic motivational value and
tend to apply by themselves,* at times leading to unwanted strategies Y.

To illustrate in an intuitive fashion, this interaction between affective—
emotion schemes and cognitive schemes during development, consider the
well-established psychodynamic processes that in infants lead to fear of
strangers at about 7-8 months and separation anxiety at around 9-12
months, both often lasting into the second year. We believe that these forms
of anxiety result from dialectical interaction among developmentally evolv-
ing affect-emotion schemes and cognitive schemes. Interpreting ideas and
findings of developmentalists such as Bowlby, Spitz, and others (Saarni,
Mumme, & Campos, 1998; Thomson, 1998), we think that infants construct
early a scheme of their mothers as specific companions and protectors. They
are born “looking for mother.” Attachment is a complex innate emotional
scheme, and this scheme “looks for mother.” Across interactions with
mother, this mother-attachment scheme differentiates, and because at first
mother typically is only rewarding for the baby, this scheme comes to ex-
press—expect a good mother. As baby grows older, however, mother is forced
(perhaps to protect the child from harm) to introduce interdictions, obstacles
to his or her actions, etc., repeatedly leading the baby to frustration and an-

“This is Piaget’s concept of assimilation that causes the principle of scheme’s overdeter-
mination of performance.
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ger. From 4 months on, babies express anger to being restrained, and after 8
months, when baby moves around more easily, mothers appear more willing
to convey negative emotions.

[L]ocomotion changes mothers’ attributions, resulting in sharp increase in their
targeting of both anger and fear expressions towards their children as they rec-
ognize the dangers to them inherent in some objects, such as house plants, vases
and electrical appliances . . . For the child such heightened signals can lead to
apprehension and frustration (Campos et al., 1992). (Saarni et al., 1998, pp.
245-246)

From a dialectical constructivist perspective, because the good mother at-
tachment scheme is contradictory with punishments and negative feelings
that mother brings to the infant under these circumstances, and because
schemes must be internally consistent, a separate but complementary scheme
of mother gets formed. This is the bad mother attachment scheme, which em-
bodies these negative expectations of a punishing mother. Because the bad
mother is a scheme that has split away from the usually dominant good
mother scheme, its onset will never be expected, and should evoke in the baby
unpleasant surprise, frustration, and confusion. Consequently, when strang-
ers appear in the baby’s proximity and he or she can discriminate them from
the familiar persons, because familiar person schemes attempt to assimilate
the appearance of strangers (and anomalies, mismatches confusing essential
discrepancies, ensue), the resulting state of confusion and uncertainty should
cue and elicit activation of the bad mother scheme.

Thus when the baby’s mental attentional capacity (M-operator) is capable
of focusing and coordinating (this is scheme #1) simultaneously on the fea-
tures of the familiar person (scheme #2), and also the unfamiliar discrepant
features of the stranger (scheme #3; i.e., when the baby can coordinate simul-
taneously 2 or 3 schemes), the fear of strangers should and does appear as ex-
pression of the bad mother scheme. As Table 8.1 shows this M-capacity is cer-
tainly available at about 8 months (sensorimotor stage #4). Separation
anxiety appears in the same manner when the child can simultaneously coor-
dinate (scheme #1) three or four schemes: the mother’s presence (scheme #2),
the actions of the mother that indicate her imminent departure (scheme #3),
the meaning of #2 plus #3 as signifying that good mother will no longer be on
call as a protector—companion and bad mother (confusion, anxiety) might ap-
pear instead (scheme #4). When the baby can coordinate these 4 schemes, at
about 12 months (see Table 8.1) if not earlier, separation anxiety appears.

It is known that fear of strangers and separation anxiety vary consider-
ably both with biogenetic characteristics of the child (innate emotionality)
and with a variety of parenting and interpersonal variables. It is also known
that when these forms of anxiety (i.e., strangers and separation) are strong,
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patterns of interpersonal relations and exploratory initiatives might become
dysfunctional—children behaving as overly shy or lacking agency (as in
Ainsworth’s insecurely attached children—see the following). Because this
lack of interpersonal openness and agency affects later experiences, the cog-
nitive and executive repertoires of children will become progressively more
affected as time proceeds. Affective goals and emotions influence consider-
ably life choices and opportunities adopted or rejected by children, thus
codetermining children’s cognition and life course.

THE ROLE OF MENTAL ATTENTION
IN MOTIVATIONAL PROCESSES

The Emergence of Motives

In this section, we examine the role of mental attention in the emergence of
motives. Motives appear very early in a human’s life; securely attached babies
always are motivated. A clear expression of distinct motives that condition
cognitive goals comes to full flower only in the second year, however, when at
about 18 months the baby can represent its own object of experience and its
own subject of experience (i.e., when his or her consciousness can first experi-
ence self as distinct from the object—situation). This is a primitive self, which
we call self] (Pascual-Leone, 2000b), the level of self-consciousness that oth-
ers call by terms such as primary consciousness (Edelman & Tononi, 2000) or
core consciousness (Damasio, 1999). At this time, clearly distinct motives,
such as attachment appear (Ainsworth, Blehar, Waters, & Wall, 1978). As
Oerter (2000, p. 65) emphasized: “attachment behavior seems to emerge in ev-
ery society around the age of one to one-and-a-half years (Waters, Vaughn,
Posada, & Kondo-Ikemura, 1995).”

This is due, we claim, to the mental attention needed to boost (i.c.,
hyperactivate) schemes that constitute the infrastructure of the motive in
question, so as to allow it to be internalized—learned as a relational structural
invariant (i.e., a distinct motivational scheme). Indeed, to cognitively con-
struct the motive of attachment as an invariant (and thus potentially become
conscious of it), the baby must be able to coordinate simultaneously four or
five sensorimotor schemes (see Table 8.1). These are:

Scheme #1: motherOB: The personal (i.e., affective and cognitive) ob
scheme of the mother: This is the representational structure (complex scheme)
of the mother as a personal object of desire, a protector, caring company, etc.
We postfix OB to the name of this complex scheme to signify that it functions
as a predicative operative scheme, which applies to (i.e., assimilates, in
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Piaget’s sense of this term) scheme #2 to cognitively and emotionally catego-
rize it as expressing presence of the person in question.

Scheme #2: *motherper: The mother-ob scheme #1 usually is released
by a proximal perceptual object, that is, the perceptual scheme motherper,
which gives a perceptual representation of the mother’s perceivable charac-
teristics (her face, movements, hand, voice, etc.), marking the mother’s actual
presence here-and-now available. We name this scheme motherper, with a
star prefixed to it to index it as a figurative scheme. We use elementary opera-
tor—predicate logic to indicate, in Formula #1 following, that scheme #1 ap-
plies to (i.e., assimilates, which variously means categorizes, interprets, or
transforms) scheme #2 to yield its significance (“Mother is here!”). Here the
operator applies on the objects (schemes) located to its immediate right and
enclosed by parentheses, so as to demarcate them. Thus we shall write
“mother OB(*motherper)” to indicate that #1 applies on #2 to endow the
latter with the meaning of #1.

Scheme #3: selfl: The baby’s own primary self-consciousness personal
(affective and cognitive) scheme, previously discussed.

Scheme #4: *context: A global, low-cognitive (perceptual) and affective,
representation of the context or situation in which the baby finds himself or
herself; together with the possible negative emotions elicited by it.

Scheme #5: BE-WITH: This is an emotion scheme, the NEED to BE
WITH, or be protected by, a personal protector-companion (i.e., the
mother). The scheme is written in capitals to signify that it is an operative
scheme (a pro). In this case, it is an emotion operative: an affective-and-
cognitive impulse or conation.

With these five schemes, and the notational conventions explained, we can
model within a single mental-modeling formula, the mental operation (M-
operation) that allows the baby to achieve the motive scheme of attachment:

BE-WITH (*context, selfl, motherOB(*motherper)) (F#1)

The expressions in F#1 summarize a model of the sort of mental operation
that the baby might undertake to construct a motive scheme of attachment—
and thus understand with basic (sensorimotor) executive consciousness that
he or she needs to be with (close to) mom in emotionally stressing (*context)
situations. Notice that for many children, the scheme motherOB will have
previously applied to the perceptual scheme *motherper often enough to al-
ready have structured the two schemes into a single scheme complex or
chunk. If this is so, the coordination of four distinct schemes will suffice to
achieve this practical (self1-conscious) scheme of attachment. Further, notice
that all schemes in F#1 are being boosted directly by affect—the conative ef-
fects of the innate (primary-affect) attachment scheme (Pascual-Leone,
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1991), which is the affective precursor of the attachment motive; and all the
schemes are directly anchored and released by the here-and-now, immediate
situation. For these reasons the M-operation indicated in F#1 can be said to
be affectively immediate, being boosted directly by affect, which here plays
the role of executive schemes not yet available. Because executive schemes are
not used or needed in this M-operation, this is a purely sensorimotor opera-
tion that uses the Me scale of measurement stipulated in Table 8.1.

Four (or at most five) schemes have to be boosted by M-capacity in order
to internalize F#1 into a motive scheme of attachment. Therefore, children
between 12 and 18 months of age (Piaget’s fifth sensorimotor stage), but not
younger, will be likely to construct-internalize this explicit motive of attach-
ment—an internal working model (Oerter, 2000) that explains attachment
behavior. This predicted timetable is consistent with empirical findings re-
viewed by Oerter (2000). Notice, however, that scheme self! (#3) might in
some children already be structured—chunked with scheme BE-WITH (#5),
due to special family-milieu experiences. In such cases, the attachment
scheme could emerge earlier, when the child’s mental-attentional capacity
(M-capacity) can handle and coordinate three schemes (i.e., in §—12-month-
olds according to Table 8.1).

Developmental timing of acquisition of the attachment motive is con-
strained by the attachment affect, by the mental demand (M-demand) of the
scheme to be acquired, and by the intersubjective-empathic learning oppor-
tunities available in the family environment. The particular emotional and
cognitive content of this scheme is distinct, however, from its mental demand;
and it depends solely on the child’s own innate affective dispositions vis-a-vis
others, and his or her particular bonding with mother—father—caretakers.
Thus, as Oerter (2000) pointed out, the particular emerging motive (or frame
motivation) will differ accordingly. The securely attached child (type B of
Ainsworth) will feel free to explore the new context, secure in the mother’s
potential availability; the insecurely attached child (type A) will explore ob-
jects and avoid persons; and the insecure ambivalently attached child (type C)
will require mother’s close presence in order to feel secure in the new context.

A more complex, although still affectively elicited, motive scheme is that
of independence. It demands greater mental processes, because its construc-
tion requires schemes that make reference to past—future cognitive experi-
ences that are not cued by the present context. As discussed by Oerter (2000,
p- 66): “In the second and third year of life a child shows the need to achieve
self-reliance.” This is the time when the child’s M-capacity can cope with as
many as six or seven sensorimotor schemes simultaneously (see Table 8.1).
From our theoretical perspective, the motive of independence (i.e., explicit—
conscious need to achieve self-reliance) demands no fewer than six schemes to
be coordinated with the help of M-capacity boosting. Using the notational
conventions previously explained, the requisite schemes are as follows:
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Scheme #1: *taskob: This is a figurative scheme of the tasks—objects that
the subject regards as worth mastering (the mastery affect is possibly innate—
Pascual-Leone, 1991).

Scheme #2: selfl: The self’s primary consciousness representation.

Scheme #3: *context: As previously described, a representation of the
context or situation.

Scheme #4: AGENCY: A practical operative scheme of Agency, that is,
a disposition to actively and personally solve tasks or object problems. The
mastery primary affect helps to develop agency, or at least the desire for it,
across experiences.

Scheme #5: #successfulad: This is a practical concept—predicate (an ad
scheme) that functions as a parameter (i.c., a condition, this is the meaning of
the prefix #) to the operative AGENCY. Children whose life experience has
given occasion for many successful acts of agency, already have struc-
tured—chunked together schemes #4 and #5. Children whose experiences of
agency have been predominantly unsuccessful, might have to activate the two
schemes separately in order to reach the idea—motive of independence.

Scheme #6: self2: This is the child’s self-conscious self, which we call
self2.3

Scheme #7: BE-INDEPENDENT: Operative scheme, supported by the
innate mastery affect, expressing the affective need for independence (i.e., do-
ing things without help).

Using these schemes the mental operation for constructing the independ-
ence motive might be as follows:

BE-INDEPENDENT(AGENCY (#successfulad,
*context, selfl, *taskob) self2) (F#2)

In English this expression might be paraphrased as follows: “When a
child’s unreflective consciousness (self1) has sufficiently experienced across
tasks (*taskob) and in various contexts (*context) his or her own powers of
agency (AGENCY), his or her reflective self (se/f2) develops the desire-mo-
tive of being independent (BE-INDEPENDENT).”

Consider children who have had few experiences of self-produced success.
For these children, schemes #4 and #5 will still be separated. To achieve the
motive of independence, they must first internalize the idea of their own suc-
cessful agency. This is attained (look in F#2 at the schemes inside the
AGENCY-parentheses) when selfl has repeatedly achieved successful
Agency. This primary-consciousness experience involves coordination of five

>Others might perhaps consider this to be a higher order consciousness or autobiographical
consciousness of a very low level (Damasio, 1999; Edelman & Tononi, 2000).
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schemes (only four would be needed for the usually successful children). In
our model, this sets the timetable for acquisition of the idea of having
achieved successful agency between 12 and 26 months (see Table 8.1). The
practical concept of successful agency is different, however, from the motive
of independence. To reach the latter, the child must still reflectively (self2)
consider that she herself can always (most often) exert successful agency and
thus be independent (self-reliant). This affectively-immediate mental opera-
tion is expressed by the full formula F#2, and requires coordinating (boost-
ing with sensorimotor M-capacity) a total of six or seven schemes. As Table
8.1 shows, this corresponds to the ages of 2 to 3 years, which Oerter (2000)
gave as proper data estimates. The result of this mental operation, when suit-
ably internalized, is a “quasi-need” (as Lewin, 1951, would have called it) that
constitutes the motive of independence.

The Emergence of Specific Interests

Finally, consider the emergence of specific interests, which derive from motives
and are the manifestation of more of less enduring affective goals. Specific in-
terests emerge when relevant object-schemes become connected to their affec-
tive goals. This sets the obs in question as suitable targets (i.e., cognitive goals)
when the affective goals in question are dominant in the organism. Consider-
able neuroscientific research (e.g., Albright et al., 2001; Allman et al., 2001;
Damasio, 1994, 2001; Davidson, 2001; Habib, 2000; Ochsner et al., 2002)
points to the idea that the cingulate gyrus is a main determinant in the dynamic
conversion of motives (i.e., affective goals) into cognitive goals to be pursued
by high cognition, in particular within misleading (cognitive conflict) situa-
tions (van Veen & Carter, 2002), and possibly also in the subsequent develop-
ment of specific interests as enduring cognitive expressions of affective or
cognitive goals. Thus interests (Ainley, Hidi, & Berndorff, 2002; Krapp,
2000; Renninger, Hidi, & Krapp, 1992), when interpreted as personal-emo-
tion schemes, express the conative importance (for stipulated activities) of the
object in question, making it a potential target in cognitive-goal-seeking praxis.
Motives (affective-goal motivations) and interests (specific object-indexed mo-
tivations) are the kernel that educators, parents and psychologists attempt first
to change, whenever a suitable intrinsic motivation (or self-motivation, we dis-
cuss the difference later) is found to be lacking.

Because interest, in a general (nonspecific) sense, is an innate primary af-
fect (Pascual-Leone, 1991), often related to curiosity and novelty (orienting
reactions and so forth), the expectable mental (M-) demand of specific inter-
est will vary widely with the support (human mediation, mentoring) provided
by family, teachers, and friends. If much suitable support for a given specific
interest (e.g., music, acting) is provided, the specific interest in question will
develop much earlier than described below. This is the case of what we call
hot interests, obtained by way of putting children into a “hot house” life dedi-
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cated to cultivate that interest (cf. Walmsley & Margolis, 1987). We reckon
that 5-6-year-olds, if not earlier, could develop hot interests. The other spe-
cific interests are cool interests, because they do not benefit for their develop-
ment from any hot mediation and mentoring. They develop much later, and
it is to these cool specific interests that our current task analysis refers.

Eccles et al. (1998) reviewed developmental work (including their own),
which showed that the conscious distinction between the concepts of (cool)
specific interest and utility—importance appears for the first time in the ele-
mentary school years. Why it should not occur earlier becomes clear if we de-
construct this kind of complex, personal scheme (an internalized and self-
reflective volitional plan) and consider the set of essential constituent
schemes that it has to coordinate in an act of mental judgment (M-operation)
in order to be internalized—learned. The essential schemes involved—para-
phrased and coordinated by means of a suitable English phrase—can be for-
mulated as follows: “I need to PURSUE persistently, within the appropriate
context of use, the LEARNING of (and/or the high performance in) the
task—activity that I LIKE so much.”

This generalized English formula captures what we believe are the six essen-
tial dimensional constraints of any enduring (but cool) specific interest. We
wrote in capitals the constraints that are embodied by operative schemes and in
italics those embodied by figurative schemes. As the English formula indicates,
this construction requires the coordination of six schemes, which generally are
self-reflective, symbolic, and conceptually complex (i.e., are generic, standing
for categories or kinds of schemes). Thus a mental processing mediated by ex-
ecutives is needed to carry out this volitional judgment and learn it. As a conse-
quence, Table 8.2 (and not Table 8.1) should be used to estimate the M-capac-
ity demand of this sort of mental construction—operation. Table 8.2 indicates
that with a maximal M-demand of six mental schemes, (cool) specific interests
may not emerge until the early teen years. This is consistent with the empirical
data (Eccles et al., 1998). In what follows, we give a more detailed account of
the same analysis. Readers not interested in this detail may proceed, without
loss of continuity, to the final paragraph of this section.

There are a total of seven essential schemes involved in the constructive
abstraction of specific interests:

Scheme #1: AGENCY*task:i: This is the chunked structure of constitu-
ent schemes that in formula F#2 produce an instance i of Agency (as formula
F#2 shows, these schemes are #successful, *context, sel/fl, and *taskob).
With repeated life experiences that induce acts of Agency in one or another
specific task i, these constituent schemes become coordinated (even in the
preschool and early school years) into multiple complex schemes of Agency;
we shall denote these Agency schemes collectively as AGENCY *task:i. These
complex Agency schemes, driven by motives (or general affective goals),
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serve as the core around which task or object preferences, and then specific in-
terests, are built. In the present task analysis this scheme #1 intervenes in the
emergence of scheme # 3, used in formula F#3 to model construction of spe-
cific interests.

Scheme #2: self2: This is the child’s reflectively conscious self previously
mentioned, and linguistically expressed by “I” or “me.”

Scheme #3: LIKE*task:i: This is a more or less automatized “I-LIKE-it”
(affective preference) judgment; a scheme that expresses a consciously ex-
plicit preference of the child for activities of a certain kind i that he or she pur-
sues using scheme #1, that is, AGENCY *task:i.

Scheme #4: NEED-PURSUING: This is a specific volitional judgment
and expression of Will, which crystallizes a complex cognitive goal (brought
into consciousness by the cumulative effect of affective goals evoked by mul-
tiple experiences related to scheme #3, i.e., LIKE*task:i).

Scheme #5: #persistently: This is a parameter of #4, the NEED-
PURSUING operative scheme. It stipulates, as a condition of #4, that the
activity be continued or repeated in the future.

Scheme #6: *context: Stands for the overall construal of the situation and
task at hand.

Scheme #7: LEARNING-PERFORMANCE: This is the goal orienta-
tion (Dweck, 1998; Koller, 2000) that guides activity in specific interests:
whether a learning—mastery goal (i.e., an intrinsic motive towards achieving
mastery in the task) or a performance goal (an ego orientation in which the in-
tention is to satisfy high expectations of others by performing well). In the
latter case, the focus of attention is extrinsic, not on the task itself but on the
expected results. Considerable evidence shows that these are the two alterna-
tive orientations of children and adults; the former leads to better results in
both achievement and self-satisfaction. Nonetheless, the orientation tacitly
chosen is much influenced by personal values—expectations of mentors and
human milieu.

Using this notation and definitions, the sort of mental operation that can
constructively abstract (cool) specific interests can be summarized as follows:

The repeated self-conscious experiences of successful or satisfying Agency
in task:i (this is scheme #1), lead the child eventually to internalize a complex
scheme (structure) expressing this recurrent preference for task:i. This is
scheme #3: LIKE*task:i, which stands for a stable conscious preference. Re-
peated reexperiencing of this self-preference generates a new motive (affective
goal) toward seeking it, and the self-conscious planning based on this motive
engenders the specific interest. The latter is symbolized in F#3:

NEED-PURSUING (#persistently, *context, self2,
LEARNING-PERFORMANCE(LIKE*task:i)) (F#3)
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Once the child—person has acquired his or her stable self-preference
LIKE*task:i, adopting the goal orientation characteristic of his or her per-
sonality (a LEARNING goal or a PERFORMANCE goal), he or she begins
to practice the chosen activity. The practice eventually leads to a reflectively
conscious need or decision to pursue the activity in question. Enduring praxis
along these lines creates the specific interest. This construction must be medi-
ated by executives (which we omitted in the formula) because the six schemes
to be coordinated are generally symbolic and conceptually complex (i.e., are
generic, standing for categories or kinds of schemes). Thus Table 8.2 (and not
Table 8.1) has to be used in estimating the M-capacity demand of this mental
operation. With a maximal M-demand of six (six schemes to be coordinated),
specific interests might not emerge until 13 or 14 years of age. However, there
are learning shortcuts: The schemes #persistently and *context (see formula
F#3) are in practice closely connected with NEED-PURSUING, at least
within facilitating situations; so they could be chunked-structured with
NEED-PURSUING when life circumstances give the opportunity. In this
case, M-demand of formula F#3 reduces from six to four, that is, the mental
capacity of 9-10-year-olds. Other similarly acquired schemes can be de-
scribed that reflect judgments of utility or personal importance instead of
specific interests. When all these schemes have been attained, the child should
be able to self-consciously differentiate between—among them (e.g., interest
versus utility schemes-situations). The age estimates that our analyses yield
are consistent with Eccles et al.’s (1998, p. 1040) conclusion that “children in
Grades 5 through 12 differentiate task value” and reach the distinction be-
tween interest, utility, and personal importance.

These theoretical results offer partial explanation of developmental ages
of acquisition found in the motivation literature; and suggest that subjects’
failure to activate sufficient mental-attentional capacity could cause inade-
quate motivational arousal and induce underdevelopment of motivational
schemes in children and adults’ cognitive repertoire. We currently are investi-
gating this idea by comparing performance under conditions that might in-
crease or decrease the person’s normal state of mental arousal. Our depend-
ent variable is the subject’s performance on a well-studied visuospatial
measure of M-capacity, the Figural Intersections Task (FIT; Pascual-Leone
& Baillargeon, 1994; Pascual-Leone & Johnson, 2001; Pascual-Leone et al.,
2000). In a between-subjects experimental study (Aro, 2002) adults were
tested individually with the FIT under two conditions: (a) wearing earphones
that produced no sound, or (b) wearing earphones that allowed subjects to
hear an intermittent low (60 Hertz) tone that lasted about 2 seconds each time
with silent intervals of about 4 seconds. Based on pilot work and current
ideas about arousal and binding mechanisms of consciousness (e.g., Singer,
2001), we predicted that the tone would induce a higher state of attentional
arousal in subjects, thus increasing their mobilization of M-capacity during
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the FIT solution process and improving their performance level. Results
showed the predicted statistically significant difference, which took place
against the subjects’ own claim (made in a final questionnaire) that the 60
Hertz tone was annoying—distracting them.

OTHER DYNAMIC ORGANISMIC INTERACTIONS
RELATED TO WILL AND SELF-MOTIVATION

There are interesting dynamic interactions between affective—emotive proc-
esses and modes of cognitive processing (cf. Beck, 1996; Damasio, 1994,
2001; Greenberg, 2002; Kuhl, 2000), possibly related to constraints already
built into the brain’s processes (Fox et al., 2001; Kagan, 1998, 2002). Particu-
larly central for motivation are the constraints and dynamic interactions that
relate the right-hemisphere versus left-hemisphere modes of cognitive proc-
essing to various dialectically complementary dimensions of processual de-
scription: negative versus positive affects; the two sorts of situations, facilitat-
ing versus misleading, previously mentioned; and the two sorts of volition,
implicit or unconscious (i.e., primary conation) versus the explicitly conscious
Will (these are the main functional utilities for intrinsic motivation and self-
motivation respectively).®

In the field of motivational psychology, Kuhl and associates (Kuhl, 2000;
Kuhl & Fuhrmann, 1998) proposed that positive affects versus negative af-
fects, on the one hand, and intuitive—holistic processing versus analytic—serial
processing, on the other, are interdependent; and we wish to add: They form
part of a perhaps prewired affective-cognitive regulatory (dialectical) system.
This interdependence shows in that positive affects and emotions do bias the
organism towards the use of intuitive—holistic (right hemisphere—RH) men-
tal strategies, whereas negative affects and emotions promote the use of ana-
lytic—serial (left hemisphere—LH) mental strategies. Kuhl called this dialecti-
cal system of built-in biases the “affect-cognition modulation hypothesis,”
and attempted to use it as first foundation for a theory of volitional proc-
esses. Related views were put forward by Fredrickson (2001) from a different
perspective, that of the adaptive value of positive emotions and positive psy-
chology. She emphasizes, and illustrates with experiments, that positive emo-
tions “including joy, interest, contentment, pride, and love—although phe-

®Notice that in the recent psychological literature (e.g., Corno et al., 2002) the term conation
has been used as an umbrella term to encompass the organismic determinants of any sort of mo-
tivation, whether unconscious or volitional. Thus we must distinguish between primary conation
(i.e., unconscious impulses of the organismic flesh) and secondary or willful conation (i.e., the
Will in the sense of organismic mechanisms causing volitional processes). The contrast we make
between primary conation and Will should be understood in this manner.
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nomenologically distinct, all share the ability to broaden people’s momentary
thought-action repertoires and build their enduring personal resources, rang-
ing from physical and intellectual resources to social and psychological re-
sources” (Fredrickson, 2001, p. 219). In contrast, she looks at negative af-
fects—emotions as promoting narrow, specific action tendencies (i.e., narrow
specific schemes) for coping with unwanted (and often misleading, we wish to
emphasize) situations. This is consistent with our theory. Negative—with-
drawal emotions are likely to produce cognitive-emotional conflicts that
would induce the use of mental-attentional interruption, as a cognitive de-
fense strategy; and this automatic or effortful interruption would cause the
narrow mental focus of attention and action tendencies. Fredrickson (2001)
says as much descriptively: These action tendencies of negative affects—emo-
tions are the “outcome of a psychological process that narrows a person’s
momentary thought-action repertoire by calling to mind an urge to act in a
particular way (e.g., escape, attack, expel)” (p. 220). She concludes that:
“Specific action tendencies called forth by negative emotions represent the
sort of actions that likely worked best to save human ancestors’ lives and
limbs in similar situations” (Fredrickson, 2001, p. 220).

Thus conceived, these affective biases built into brain-wired affect-cog-
nition regulations are different but consistent with current tenets of cognitive
neuroscience (Fox et al., 2001). It is now well established that the left
prefrontal cortex (PFC) serves to control-regulate—potentiate positive emo-
tions, which induce affective goals (leading to cognitive goals) of approach
and exploration. In contrast, the right PFC regulates—potentiates negative
emotions leading to affective—cognitive goals of withdrawal, flight, or aver-
sive reactions (Davidson, 2001; Fox et al., 2001). These findings of Davidson
and Fox can be related to the just mentioned work on motivation and affects
of Kuhl and of Fredrickson, by means of the model of mental attention dis-
cussed in the previous two sections. Indeed we have long upheld the view, for
which there is some empirical support (Pascual-Leone, 1987), that left PFC is
specialized in effortful mental processes (which engage M-capacity and men-
tal attentional interruption or /-operator, both under the control of the domi-
nant executive schemes or E-operator); and these processes often are needed
to handle novel and misleading situations. In contrast, we believe that right
PFC specializes in familiar, already learned and more or less automatized,
mental processes, which do not demand as much effort (minimizing the need
of M, I, and E). We also believe that the right-PFC strategy is suitable in fa-
cilitating situations, in which the rich content (C-) learning of the right hemi-
sphere, the principle of schemes’ overdetermination of performance (i.e.,
SOP), and the lack of need for interrupting (/-operator) misleading schemes,
provide open and broad experiential learning opportunities.

We have synthesized this dialectical system of affective-cognitive regula-
tions in Fig. 8.3. Because this model goes beyond what is well established in
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FIG.8.3. Speculative idealized model of affective-cognitive interregulations.

neuroscience, it should be considered to be tentative and idealized. As this
figure shows, we propose that the right (RH) limbic system is the focal site of
negative—avoidance affects, whereas the left (LH) limbic system is the main
site of positive—approach affects. Each limbic system, in turn, potentiates ac-
tivity in the prefrontal cortex of the opposite side (limbic RH to left PFC, and
limbic LH to right PFC). At the same time, the PFC of each side controls—po-
tentiates activity of the limbic system of its own side (left PFC to limbic LH;
right PFC to limbic RH). In addition, structures (PFC and limbic system) of
each hemisphere dialectically compete and tend to reduce—inhibit the activity
of the corresponding structures in the other hemisphere. Finally, we believe,
as discussed in the following, that self-conscious self2 is situated predomi-
nantly in the ventromedial left PFC and anterior temporal LH, whereas the
purely experiential self1 is predominantly in the right PFC and anterior tem-
poral RH. These two self-organizations, in turn, are part of the dialectical
system of affective-cognitive regulatory checks and balances as indicated in
Fig. 8.3.

If we interpret this model using the views of Kuhl, Fredickson, Davidson,
and Fox, it becomes plausible to think that the affective bias of negative emo-
tions towards activating left PFC is part of Evolution’s way to prepare us for
specific effortful problem-solving activities (praxis!), which negative af-
fects—emotions (and their usually accompanying misleading situations) often
necessitate. Because the mental and behavioral work needed to succeed in
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this praxis could be taxing, it is fitting that left PFC be prewired to regu-
late—potentiate the positive affects—emotions, so that left PFC can boost
them and consequently gain positive expectations and persistency for coping
with the tasks at hand. This is of course a winner’s formula that evolution
might have given us and experience might refine (Kagan, 2001, 2002). Like-
wise, when the organism is taken by positive emotions and facilitating situa-
tions, it is fitting that right PFC be called on first, so that the first view and ex-
ploration of the situation and circumstances (Kagan, 2002; Pascual-Leone,
1990; Pascual-Leone & Irwin, 1998) be as open and broad as possible (before
the left PFC intervenes, activated by the right PFC priming of negative af-
fects elicited by surprising—displeasing aspects of this unrestrained explor-
atory approach). This is why Fredrickson (2001) aptly calls her theory of pos-
itive emotions the Broaden-and-Build Theory.

We can sketch a better picture of the motivational controls if we add to
this regulation model a concept of where the self-schemes (i.e., the child’s self-
referential representations) might be centered in the brain (see Fig. 8.3). We
share the views of those who believe that self-schemes exist both in LH and in
RH (Eccles, 1980; Gazzaniga, 1995; Levy, 1990; Sperry, 1990). We have dis-
cussed above and elsewhere (Pascual-Leone, 2000b) the two different organi-
zations of self-schemes. Namely: Self! (which appears earlier but consoli-
dates at about 18 months of age, when the child becomes aware of both
object and self as subject of experience, but is not symbolically self-con-
scious); and self2 (which begins in the second year but consolidates at about 3
years of age, when children, in a self-conscious and symbolic manner, begin
to have explicit views about self and others and so can for the first time draw
a man or woman). Self1 is purely experiential, and we speculate that it might
be the sort of self-consciousness that is created predominately by RH proc-
esses. Self2 is symbolic and explicitly (i.e., self-consciously) interpersonal and
dialogical. We speculate that self2 is situated predominantly in LH. It is
tempting to think that selfl and self2 are connected closely both with the
ventromedial prefrontal cortex and the anterior temporal lobe. The ventro-
medial cortex (Bechara et al., 1999; Davidson, 2001; Kelley et al., 2002) might
be a site for the operative (or acting) self, that is, the I or I-self of the person
(Pascual-Leone, 1990, 2000b; Pascual-Leone & Irwin, 1998). The anterior
part of the temporal lobes may be related to the figurative (or representa-
tional) self, better known as the me or me-self. In this manner, the self would
be in contact with the operative (agency) side of mental attention, and (via
the anterior temporal pole, BA38) it would also be in contact with the limbic
system.

We speculate that the LH limbic system is more closely connected with
positive-approach affects, whereas the RH limbic lobe is more related to neg-
ative-withdrawal affects. This idea seems consistent with Davidson’s theory
of affective styles (Davidson, 2001). This affective-style limbic assumption
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helps to explain why each prefrontal lobe can control and selectively potenti-
ate the homologous limbic system, and in the process, control one category of
affects (positive or negative). The model we have outlined also serves to clar-
ify the two different kinds of will (or I-will) schemes (Pascual-Leone, 1990):
the complex self-conscious Will schemes (Pascual-Leone, 1990; Pascual-
Leone & Irwin, 1998), located predominantly in LH; and the much simpler
and often unconscious will that we call primary conation, constituted by
strong, well-learned or automatized schemes (affective or cognitive) with
their self-propelling (Piaget’s assimilation) disposition to express themselves
in performance. Conation (by this term we always mean primary conation)
creates impulses to act in ways stipulated by the strong, self-propelled
schemes predominantly found in RH.

From this perspective, intrinsic motivation (i.e., an interest-based action
prompted by self-own affective—cognitive goals—Krapp, 2000) can be distin-
guished clearly from self-motivation (i.e., a self-conscious willful motiva-
tion—Kuhl, 2000). We think that self-motivation is an executive—operative
function of self2. This executive function stems predominantly from LH and,
via the Will (i.e., conscious volition), uses the effortful power of mental atten-
tion. Intrinsic motivation, in contrast, tends not to need mental effort, may
be unconscious, and may stem predominantly from RH. As has long been
recognized (Piaget claimed that his teacher Claparede was the first to raise
this issue—Pascual-Leone, 1990), the practice of the Will leads to automati-
zation of it. For us Will-automatization is a new sort of (complex) intrinsic
motivation that is spontaneous, easy to follow, and stems predominantly
from RH.

We have conducted an experiment that illustrates this transition. Four
samples of 9- to 12-year-old children, two cognitively gifted and two main-
stream (i.e., nongifted), were tested with a visuospatial M-capacity task, the
Compound Stimuli Visual Information (CSVI) task (Pascual-Leone, 1970).
The samples were tested under one of two task-instruction conditions. In one
condition, children were told that the task was hard and was designed for
children older than they were. In the other condition, children were told that
the task was easy and designed for younger children. The instructions and
task administration differed only in the brief hard versus easy instruction re-
marks. We expected that gifted, but not perhaps mainstream children, would
have a superior executive repertoire and a well practiced Will, which might
have become in part automatized, producing intrinsically-motivated per-
formances. We thus predicted that our instructional manipulation would
have a greater effect with the mainstream students. Consistent with predic-
tions, the two gifted samples did not differ in their superior performance
level. In mainstream children, however, performance of the hard-task sample
was statistically higher than that of the easy-task sample, although gifted
children performed better. Further, among mainstream children, those in the
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hard-task condition rated the task as more difficult than did those in the easy-
task condition. In contrast, ratings did not vary by condition for the gifted
children; both gifted samples tended to rate the task as difficult.

FINAL REMARKS

In this chapter, we have attempted to convey, in a manner detailed enough to
be theoretically useful, how processes of affect-motivation intertwine with
those of cognitive development. The chapter is unusual in a number of ways,
and it may be appropriate to review its basic metatheoretical claims, in order
to highlight the chapter’s overall purpose. First we have provided a novel def-
inition and explication of the construct of scheme (or schema) that shows its
functionalist character rooted in evolution. Scheme is, we believe, the missing
unit of processing needed to exhibit how performance (whether affect-emo-
tional or cognitive) is dynamically constructed—synthesized by semantic-prag-
matically organized information processes of the organism. These dynamic
syntheses of schemes are made possible by deeper general purpose mecha-
nisms (which we call hidden operators) that express in psychological terms
organismic hardware constraints that can dynamically change schemes, inte-
grate them, or both into actual performances. Central to this integration, and
to the developmental emergence of progressively more complex motivational
and cognitive schemes, are the mental attentional mechanisms that grow in
capacity with chronological age up to adolescence, and also the principle of
schemes’ overdetermination of performance. Descriptive performance is thus
deconstructed into dynamically interacting constructs for which we provided
some plausible neuroscientific interpretations.

The substantive theory based on these ideas serves as rational basis for the
method of process—task analysis (metasubjective analysis) that we use. With
these methods we formulate here qualitative models of the emergence, during
affective-and-cognitive development, of two infancy landmarks (fear of
strangers, separation anxiety) and of some key motives and specific interests
of older children. These analyses show what we take to be the mental demand
(i.e., organismic complexity) of the affective-and-cognitive, or motivational,
developmental landmarks discussed, which illustrates how affect-emotions
and cognitive processes dialectically codetermine developmental growth.

To appreciate our proposal on affective-and-cognitive developmental dia-
lectics, readers need not, however, accept our precise complexity counting. It
suffices to accept the concept of a developmentally growing M-capacity
(working memory if you will), which our method demarcates in task analysis
with the power of at least an ordinal scale (we think the underlying scale is in
fact an interval one—e.g., Pascual-Leone & Baillargeon, 1994). With these
assumptions we still make a case for our main idea: There are innate primary
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affects—emotions (innate schemes) and powerful general-purpose innate re-
sources (hidden operators, such as those that constitute mental attention).
There are also a few simple (largely sensorial-perceptual) innate cognitive
schemes. With this equipment, development proceeds via the interaction be-
tween affective goals and cognitive appraisals of experience, made possible
by both the organismic hidden operators and the reality constraints. These
cognitive appraisals become embodied in the form of new schemes. Af-
fects—emotions set the direction development might take by valuing or reject-
ing action possibilities opened by actual situations. Cognition unfolds devel-
opmentally to mediate between the affective-emotion directions (conation)
and the constraints of external reality.
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